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One major project was to combine in a theoretical paper the general view of text processing that I
have been advocating with a large set of accumulated empirical results. The view, a "minimalist" view of
text processing, is controversial; the claim that readers perform only a limited amount of inferencing during
reading is not widely accepted. In research on reading and language comprehension, it had long been
believed that readers/listeners understood texts and discourse to the extent of constructing a complete
mental model of the linguistically described situation. In 1992 in Psychological Review with Roger Ratcliff,
I published a paper describing the minimalist hypothesis. According to this hypothesis, readers/listeners
typically process only the information they need to in order to meet their immediate goals or needs; they do
not construct many of the inferences that they could construct because they are time-consuming and likely
to be unnecessary. This hypothesis has been met with considerable debate, and is considered by many to
have given new life to the reading and text processing areas of research. It has formed the basis of many
other people’s current research. My hope is that my strong statement of the view will force further empirical

tests and provide the impetus for further theoretical development.

One particularly interesting implication of the minimalist hypothesis is that readers/listeners often
sacrifice accuracy of understanding for speed of understanding. So long as they get the gist right, details
may be ignored. Roger Ratcliff, Steve Greene (Princeton University), and I have investigated this speed/
accuracy tradeoff as it applies to the understanding of pronouns. Contrary to strong claims by other
psycholinguists and especially by linguists, we find that readers can leave pronouns unresolved. We also
find that the resolution of pronouns depends not, as hitherto thought, on the syntactic construction of a

sentence but on other more general factors of the discourse or text as a whole.

Another important implication of the minimalist hypothesis is that readers/listeners will often
depend for comprehension on information that is quickly and easily available to them. They sometimes
make mistakes when easily available information leads to misunderstanding (many people, when reading
about the animals that Moses took, two by two, onto the Ark, notice no problem). With Roger Ratcliff,
Gregory Ward, and Richard Sproat, I have experimentally demonstrated the power exerted by two kinds of
easily available information, the information that immediately precedes subsequent information and well-

known long-term memory knowledge.




Investigation of the immediately available information in short-term memory has centered on the
representation of discourse that is used in shor-term memory during comprehension. Previous models have
either assumed a syntactic, sentence-based, representation or a simple semantic structure that represents
only the recency of concepts mentioned in the discourse and their relations to the topic of the discourse.
Experiments in my lab have tested a new model, by which all concepts in a discourse have some degree of
salience in memory, the degree of salience depending on a variety of factors, including the syntactic,
semantic, and pragmatic contexts in which they were first mentioned. The experiments show strong effects

of syntactic context that can be overridden by pragmatic manipulations.

Another project has had the goal of examining the "focus” of a discourse- what concepts are most
salient at any point in the discourse. Experiments (done in collaboration with Steven Greene and Roger
Ratcliff) show that pronouns are often assumed to refer to focused concepts. We draw the conclusion that
pronouns are not devices that trigger a search for their referents (as has previously been proposed), but rather
they serve as pointers to already focussed information. We are continuing this line of research with a wide
variety of different kinds of concepts and pronouns referring to them. Currently we have found that
comprehension of the referents of pronouns is markedly influenced by the verbs for which they are
arguments: it is as though the verb, not the pronoun, sets up the appropriate referential structure. We have
also found that prior knowledge of the people referenced by pronouns does not affect comprehension. The
goal is to describe the different ways in which different kinds of verbs and other concepts interact with the

pronouns used to reference them.

A new topic for investigation in psycholinguistics is the extent to which language comprchension
can be investigated through statistics on language usage. Such statistics can be obtained from large corpora
of texts; Roger Ratcliff and I have recently collected a corpus of about 100 million words of the New York
Times, and developed software for access to it. Already, we have found information from statistics from the
corpus that we could not have found in any other way. For example, linguists have claimed that the anaphor
"do 50" could not be used in any context for which there was not an explicit verb phrase as an antecedent.
The presence of a number of counter-examples in the New York Times corpus shows this claim wrong. The
linguistic claim was important because "do so" was the only anaphor thought to require an explicit surface
structure representation of preceding discourse. Without "do s0,” it becomes possible to postulate a

language comprehension system without an explicit surface structure level of representation.




Psycholinguistics has been strongly influenced by linguistic theory throughout its short history.
While many psychologists would like to think of language comprehension as mainly driven by meaning,
many linguists see it as equally guided by syntax. In another recent project (with Roger Ratcliff and Gregory
Ward), I have found that one of the main results supporting the syntax position (a result claimed by
Chomsky as an extremely important example of the benefits of cognitive science approaches) is artifactual.

This finding will considerably alter the course of research into syntactic comprehension processes.

Still another project has tested two theories of memory retrieval and priming against cach other. The
long-held view in cognitive psychology is that memory consists of a network of concepts and pieces of
knowledge, and rcizicving one piece from another involves "activation” spreading from input information
to other connected pieces of information. Ratcliff and McKoon (1988) proposed that the mechanism of
retrieval from memory was a compound cue mechanism based on current global memory models; the
compound cue mechanism was proposed as an alternative to the popular spreading activation process.
McNamara has presented data that seem at first to contradict the compound cue mechanism. However, we
have been able to show that his data can actually be handled quite well by compound cue theories, and that
it is predictions of specific spreading activation theories, not compound cue theories, that are contradicted.

Our proposal has led to five experimental papers plus an interchange in Psychological Review.
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Retrieving Information from Memory:

Spreading Activation Theories versus Compound
Cue Theories

Roger Ratcliff and Gail McKoon

Northwestern University
Shont Title: Spreading Activation vs. Compound Cue Theories

Address comrespondence to Roger Rauwliff, Psychology Department,
Northwestern University, Evanston, IL, 60208.

Abstract

McNamara (1992b) attacked compound cue theories on a number of
grounds. Using free association as a measure of distance between concepts in
memory, he argued that compound cue theories cannot explain mediated
priming effects. We show that free association production probabilities do not
accunately predict priming effects, either directly or in the context of current
spreading activation models, and so remove the basis for McNamara's criticism.
McNamara also claimed that compound cue theories cannot account for the
sequential effects of items that precede a target item on responses to the target,
but we show that sequential effects are consistent with compound cue models so
long as the arget item is weighted more heavily than the preceding items in the
calculation of familiarity that determines response time and accuracy for the
target. We conclude that compound cue and spreading activation theories are
equally consistent with available data, and that each provides valuable impetus
for the other in suggesting empirical investigations and theoretical
developments.

Spreading Activation Theories versus Compound
Cue Theories

Ratcliff and McKoon (1988) and Dosher and Rosedale (1989) proposed that
information is accessed in memory via a process that combines the multiple cues
present in the retrieval environment into a compound. In a critique of compound
cue models, McNamara (1992b) addressed a large number of issues, contrasted
compound cue models with their main competitors, spreading activation models,
and concluded that compound cue models could do litle more than "explain
(experimental) results by questioning the methods or appealing to ad hoc
processes.” In this reply 1o McNamara's snicle, we respond to his main
criticisms and show that his conclusions are misguided, and that in fact the two
kinds of models are quite balanced in their abilities 1o account for data. We
reiterate the claim made in our 1988 paper that compound cue models provide
an aliemative view that can be used to generate empirical investigations of
retrieval that would not be suggested by spresding activation models.

The general assumptions of spreading activation theories are widely known
and often thought to be intuitively clear. In contrast, compound cue theories arc
relatively new. An imporant difference between the two kinds of theories lies in
their assumptions about how information presented to the retrieval sy;:=m
focuses on some subset of information in long-term memory. For the tasks
discussed in this article, lexical decision and recognition, spreading activation
theories propose that all the action in retrieval processing takes place in
temporary changes 10 long-term memory: when an item is presented o the
sysiem, activation spreads from the representation of that item in long term
memory to other nearby items in long-term memory. In compound cue theories,
all the sction takes place in short-term memory. Iiems presented 1o the retrieval
system are assumed 1o join together into compounds in shor-term memory. A
compound is matched against information in long-term memofry by a global and
passive matching process. In spreading activation models, the result of retrieval
processing is increased activation in long-term memory of items related to the
input item. In compound cue models, the result of retrieval processing is a value
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indicating the familiarity of the cuc compound to all the items in long-term
memory. The two different sets of assumptions about retrieval offer two
different ways to think about processing, about what experiments are interesting
to perform, and about how 10 interpret data. In this way, each kind of theory is
valuable to the other.

"Mediated" Priming?

In spreading activation models, itemns in memory vary in the number of links
between them: flower and rosc might be directly connected to each other
whereas flower and thom might be connected only by 8 mediating link through
1ose. Iiems conected by one or even two mediators should prime each other in
tasks such as lexical decision because presentation of the prime word sends
activation spreading to the target word, so that the target is already activated in
advance of its actua! presentation. In contrast, distance between items in terms
of number of links is not meaningful for compound cue theories. In the SAM
model for example (Gillund & Shiffrin, 1984), priming occurs when the strength
value of the prime matched against some word(s) in memory is high and the
strength value of the target matched against the same word(s) is also high. For
example, if flower primes rose, it is because of the high strength values of both
flower and rose when they are matched against flower in memory, and the high
strength values of flower and rosc matched against rose in memory (and perhaps
also other items for which flower and rose both have high strength values). Thus,
compound cue models predict priming only for items that are directly related by
high strength values (or, in SAM, related via at most ane other item with high
strength values 10 both prime and target), but spreading activation models
predict priming for items separated by multiple links. Because of these
contradictory predictions, mediated priming has become a critical focus of the
debate about the relative merits of spreading activation theories and compound
cue theories.

The key issue in this debate is how the distance between two concepls in
memory should be measured. A priming effect for a pair like flower-thom
contradicts compound cue theories only if it can be shown that flower and thom
are not directly related (or related by no more than one intervening item in
SAM). McNamars (1992b) argued that the best measure of distance is free
associstion production probability (page X10), and used this measure to account
for priming effects which he claimed "pose difficulties to non-spreading-
activation (compound cue) theories™ (page X13). Specifically, he claimed on the
basis of free association data that pairs of words such as flower-thom are not
directly related, which means that priming effects for these words contnadiat
compound cue models. But this claim is wrong - free association production
probability is not an accurate measure of distance for predicting priming effects.
First, there exist pairs of words that prime each other even though connections
between them are not produced in free association. For example, Fischler
(1977), McKoon and Ratcliff (unpublished data, following Shelion & Martin,
1992), McK oon and Ratcliff (1992), and Seidenberg et al. (1984) have all shown
priming for pairs of words tha are not associated according to free association
production measures. Second, even when free association does produce
connections between words, the production probabilities do not correctly predict
priming effects, as we demonstrate in the next section. Thus, free association is
pot a veridical measure of distance in memory and 10, in the absence of data
indicating otherwise, compound cue theories are free to explain priming effects
for pairs like flower-thom by assuming they are directly (albeit weakly) related,
consistent with other measures such as cooccurrence statistics or relatedness

judgments (McKoon & Raucliff, 1992)."

Free Association Production Probabilities Do Not Accurately
Predict Priming Effects

In this section, we discuss what procedures might be appropriste for using
free association data to measure associative distance, and present data which
allow comparison of free association production probabilities and priming
effects. We then show that an explicit spreading activation model (ACT®,
Anderson, 1983) cannot simulianeously account for both kinds of effects.

To present these issues, we (like McNaman, 1992b) center our discussion
around two sets of pairs of words. We designate one set, from Balota and Lorch
(1986) and McNamara and Altarriba (1988), the MA set, and the other set, from
McKoan and Ratcliff (1992), the MR set. McKoon and Ratdliff (1992) found
that the two sets of pairs gave priming effects of about the same size (14 ms and
13 ms). Primes and wargets of the MA set were intended to be words connected
by mediators; flower-thom is an example. Primes and targets of the MR set were
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originally intended to be words that were pot connected by any mediator
produced in free association; flower-root is an example. But McNamara (1992b)
claimed that both sets of primes and targets did have mediators, and that the
equivalent priming effects between the prime and target words of these pairs
were predicied by equivalent probabilities that the primes and targets were
linked through free associations. He used this to support his contention that free
association is the best measure of distance between concepis in memory.

To obusin chains of mediating concepts by which primes and targets could be
linked, McNaman (1992a; 1992b, Table 1) used what has been termed the
"continued association” procedure (Postman & Keppel, 1970). He asked
subjects 1o generate multiple free associates (e.g. as many as they could in 1 min)
10 each prime word, target word, and potential mediating word. Avenaging the
resulting production probabilities over all responses for both subjects and items,
McNamana claimed that the chains linking primes and targets were about
equally strong for the MR pairs as for the MA pairs. However, we question this
claim because of McNamara's use of the continued association procedure.

Free associstion production probabilities can be used for a variety of
purposes, including, for example, generating and norming materials to be used
in experiments and for these uses the continued method may be sppropriate. But
when they are used to measure associative distances among concepts in memory
as in McNamara’s (1992b) studies, then the continued association procedure is
problematic. In the earlier literature about free associstions (Postman & Keppel,
1970, and precursors), it was genenally accepted that this procedure allowed
each o731 response generated from a single stimulus to be determined not only
by the initial stimulus but also by the prior response or any of the other
previously produced responses (see recent discussion by Nelson, Schreiber, &
McEvoy, 1992). Moreover, the probabilities produced for a given stimulus by
the continued procedure sum to more than 1 and so cannot be considered
associative strengths for the purpose of modeling a network in which the total
proportion of activation spreading from one node to each of its directly
connected nodes must not sum 1o more than 1.0 (cf ACT*, Anderson, 1983).

The standard free association method for obtaining association strengths
(avoiding the problems with the continued procedure, Postrnan & Keppel, 1970)
is to ask subjects to give only a single response for each stimulus. We callected
data with this procedure, 2sking subjects to generate free associstes to all of the
primes, potential mediators (from McNamara, 1992b), and targets for both the
MA and the MR pairs. For the MA pairs, the prime and target are supposed to
be linked by one mediating concept, a two-step chain. For some of the MR pairs,
McNamara also proposed a two-siep chain, and for others, a three-step chain.
For both kinds of chains, Figure 1 shows the data we obtsined, the mean first
production probabilities for the directions indicated by the arrows.

Insent Figure 1 here

The important result is that the average probabilities for the two- and three-
step MR chains are considerably lower than the average probabilities for the MA
chains, contrary to McNamara's claims that the two kinds of pairs are
equivalent. For example, for the two-step chains, the probability that a mediator
is produced in response 10 its prime is 0.192 for the MA pairs but only 0.053 for
the MR pairs. For & very simple spreading activation model, it might be assumed
that when a prime is presented, some proportion of activation spreads from
prime 10 mediator (p) and some proponion spreads from mediator to target (g),
so that the activation passed from prime to target is pq. Using the production
probabilities for each link 1o determine p and g, then multiplying along the links
gives an activation value on atarget of 0.0219 forthe MA argets (0.192 * 0.114)
but only 0.0025 for the MR two-step targeis and only 0.0007 for the MR three-
step targets (values from Figure 1). Over all the targets, the weighted mean value
of activation for the MR targets (0.00175) is 13 times less than for the MA
targets. Clearly, these values in this simple model cannot predict equivalent
priming effects for the MA and MR pairs.

The difference between the MA and the MR pairs is even larger when an
avenaging artifact is taken into consideration. The averages just given were
calculated by averaging across materials (e.g. averaging all prime to mediator
links and aversging all mediator t0 target links) and then multiplying the
averages 1o get sctivation for the target. A more appropriate way 1o average
would be 1o multiply the probabilities for the chain for each item, and then
average the resulting values of target activation. This way of averaging is more
appropriate because for the MR pairs, it is often the case that the probability for
one of the links, prime to mediator or mediator to target, is high while the other
is very low. This second way of averaging increases the difference between the
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MA and MR pairs. For the MA pairs, multiplying probabilities before sveraging
gives a value of 0.0162 (cf 0.0219 above) and for the MR pairs (weighted
average) a value of 0.00034 (cf 0.00175) leading to a ratio of 47:1. The same
sveraging problem applies to the data McNamana (1992a) collected with the
continued association procedure. For the MR pairs given in his appendix,
multiplying the probabilitics before averaging gives a value of 0.037 as opposed
1o the product after averaging of 0.092 (compared with the MA value of 0.154).
Thus instead of a atio of MA 10 MR activation of about 1.7:1 (the value reporned
by McNamars), the ratio may be around 3:1 or 4:]1 (we cannot calculate it
exactly because we do not have the necessary MA data).

Modeling Priming Effects with an Explicit Spreading
Activation Model

To develop the argument further, we examined one of the few explicit
spreading activation models that has been used to make specific predictions
about priming in memory. In ACT* (Anderson, 1983), activation reverberates
among connected concepis. The strengths of the links from a prime to its target
and the strengths from the target back o the prime both determine the total
amount of sctivation that sccrues at the target. The equations for asymptotic
activation (i.c., when the sysiem has settled to a final state) are:

0=ni-p .

where . is the activation value of the jth node, p is a mdintenance factor

denoting the amount of activation transmitted to neighboring nodes (and usually
set to 0.8 by Anderson), and n is the total activation to node | where

n=c+Xlr.a
11 g5

and where rji are the connection strengths to node { and 5 is the input activation
of node j. These equations appear simpler when converted to matrix form:
A=C+pRA,

and solving for A:

A=a-pR)"c

where A is & vector (or list) of the asymptatic activation values, C is the vector
of input activations, R is a matrix of connection strengths, and 1 is the identity
matrix (s matrix with diagonal elements 1 and off diagonal elements 0). Using a
system such as Mathematica, predictions for asympictic activation values can be
easily obtained using just six lines of code.

ACT* pmdiu.ionsz for relative amounts of priming were calculated for four
different possibie networks. The first (shown in Figure 2) was designed to
represent the prime, mediator, and target along with some other nodes connected
to them. The figure shows one mediator for a two-step chain between prime and
target, the corresponding network for a three-step chain would have an
additional mediator with three other nodes connected to it for a total of 18 nodes.
The figure shows the strengths on the links leaving the prime, mediator, and
target. The sums of the strengths leaving each of these nodes are set 10 1.0,
making the network consisient with the assumptions of ACT® (Anderson, 1983,
p-22). In the matrix of connection strengths, this assumption is reflected in the
fact that the strengths in each column add to 1.0. However, the network shown
in Figure 2 would not be a completely acceptable representation of a semantic
memory network because the nodes 4 through 14 send all of their strength back
to the prime, mediator, or target (whichever of these nodes they are connected
10). More realistically, each of the nodes 4 through 14 would be expected to be
connecied 1o other nodes. This means that the strength on the link from one of
these nodes back to the prime, mediator, or target would have to be less than 1.0
because some of the strength leaving these nodes would have 1o go to their other
oonnected nodes. So in the second possible network that was considered, it was
assumed that the sum of the strengths retuming from nodes 4 through 1410 P,
M, or T was not 1.0 but insiead that their strengths retuming to P, M, or T were
the same as the strengths leaving (I.. 'b' or :c). The third network provides a
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check on results obtained from the second network; it was a larger, again more
realistic, network in which each of the nodes 4 through 14 had 2 other nodes
connected to them (making a total of 36 nodes). In this model, the strength of
connection from the new nodes to nodes 4 through 14 was assumed to be 1.0,
making a consistent network. The strengths from the nodes 4 through 14 back to
P, M, or |' were the same as in the second network. Finally, the fourth network,
used for comparison, was a simple 3 node model with just the prime, mediator,
and target (this corresponds to the top left hand 3x3 comer of the matrix in
Figure 2 and should produce results similar to those obtained by simply
multiplying probabilities together as was done above).

insen Figure 2 and Table 1 here

Computations from all of the networks assumed ¢ set to 1.0 and b set 10 0.8
(typical values used by Anderson, 1983). Connection strengths were derived
from the production probabilities in Figure 1 for the MA pairs and the MR (two
and three siep) pairs. Predictions of relative amounts of priming are shown in
Table 1. The first three rows show results for the first network, in which all
activation remumns from nodes 4 through 14 to P, M, or T, the next three rows
show results for the second network, in which only some activation returns, the
next two rows show results for the larger network, and the last rows show results
for the simple three node network. The table shows the predicted amounts of
activation on the target node afier activation has been entered at one or more
source nodes and the gystem has stabilized. We assumed as a baseline against
which to measure the predicted amount of priming the case where only the arget
node was a source of activation, corresponding to the case where the target was
presented to the system with an unrelated prime. Given this baseline, we could
then predict "mediated” priming from prime 1o target, for which we assumed that
the prime and arget were sources of activation, and direct priming from the
mediator 10 the target, for which we assumed that the mediator and target were
sources of activation. Direct priming should alwsys lead 10 more activation on
the target than mediated priming, and this is what the predictions in the table
show. For example, for the MA items, the prediction from the first network for
activation on the target as a result of direct priming is 2.777, up 0.434 from
bascline. The prediction for activation on the target as a result of mediated
priming is 2.481, up only 0.138 from baseline. Comparing the two amouaits of
priming, the ratio of direct to mediated is 3.1 (shown in the fifth column of Table
1). Over all the four different networks, the ratio of direct priming for the MA
pairs to mediated priming for the MA pairs is 3.1 or greater (ranging up t0 6.5).
Taking the low end of this range, the prediction is consistent with empirical data
within typical standard errors (assuming a linear relationship between activation
and reaction time, e.8., Anderson, 1983). For example, McNamars and Alwarriba
(1988) found 24 ms of direct priming and 10 ms of mediated priming.

The imponant results in Table 1 are the ratios of the predicted priming effects
for the MA pairs and the MR pairs. Firsy, the direct priming effect for the MA
pairs can be compared to the mediated priming effects for the MR pairs. These
predictions ars not consistent with data. Over the different networks, the direct
priming effect for the MA pairs (empirically 24 ms) is predicted to be from 18.9
10 234.8 times larger than the mediated priming effect for the MR pairs (which
is 14 ms). But empirically, direct priming is only about 1.7 times larger. Second,
the MA medisted priming effect and the MR mediated priming effect can be
compared. Empirically, these effects are about the same size (sbout 14 ms). But
ACT* predicts that MA priming should be anywhere from 5.6 to 36.0 times
larger.

What can be concluded from this discussion? First, reiterating McKoon and
Racliff's (1992) previous conclusion, free association production probabilities
do not correctly predict priming effects. In this anicle, we demonstrate this for
an explicit model, ACT*. Thus, in the context of current theories and data, free
association data cannot be used to decide whether or not two items in memory
are directly connected, and so, consistent with compound cue models and
altenative measures of strength of connection (e.g., relatedness, co-occurrence),
it is reasonable 10 suppose that all pairs of words that give priming are directly
connected with some degree of strength. In consequence, contrary to
McNaman's (1992b, p. X) claims, priming effects and free association
production probabilities do not pose problems for compound cue models. But
priming effects and free associations would pose problems for spreading
activation models if the models assumed that free association probabilities
should predict priming effects.

McNamara (1992b) acknowledges both that there are inherent problems in
measuring distances between items in memory, and that measures like free
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association may not be definitive (page X14). It is important to understand why
they are not definitive: It is not the case that free association is "probably” an
accurate measure, if we could only get enough subjects 1o generate enough
responses. Instead, as is exemplified by the exercise above with ACT®, free
association clearly fails as a predictor of priming. As a result, both spreading
activation and compound cue models need to provide & theoretical account of
how free associations and priming effects can be related 1o each other and of how
th can both be related to other variables such as semantic relatedness and
¢..occurrence frequencies which might be more direct predictors of priming
¢ fects (see McKoon & Ratcliff, 1992, for discussion of these variables).

Sequential Effects

McNamana (19922, 1992b) argued that sequential (lag) effects among
multiple lexical decision tests cannot be explained by compound cue theories.
McNaman's argument began with & demonstration that, for a particular sex of
experimental procedures, a8 compound used to retmeve information from
memory about a target word must contain the two itemns preceding the target as
well as the target. McNamara demonstrated this by showing facilitation for a
target when the related word that preceded it was sepanated by an intervening
word (see also Ratcliff & McKoon, 1978; Ratcliff, Hockley, & McKoon, 1985).
For example, for the sequence hammer, yase, nail. response time for the target
(nail) was facilitated. McNamara's point was that the facilitation could only
come about if the related word (hammer) were included in the compound cue,

which means the canpound must contain all three words in the sequence. 3

Then McNamars considered sequences like hammer, nail, vase, in which the
first and second words are related 1o each other but not 10 the third word. We
label these words the preprime, prime, and target items, respectively. McNamana
(1992a, 1992b) pointed out that response time for the target item in such a
sequence should be facilitated, becsuse the compound used to access memory
for the target must also contain the related prime and preprime. When such
facilitation was not found in his experiments, McNaman concluded that the
compound cue prediction failed.

What is wrong with this conclusion is that it is based on assumptions in
McNaman's application of compound cue theory that are not reasonable,
assumptions about the relative weightings of the preprime, prime, and target in
the calculation of the total familiarity value for the targer. When more reasonable
weightings are assumed, the amount of predicted facilitation is too small to have
been detected in any experiments that have been conducted.

Insen Table 2 and Figure 3 here

Table 2 shows quantitative predictions for several kinds of sequences
generated from a com d cue model based on SAM (Gillund & Shiffrin,
1984; Ratcliff & McKoon, 1988). The predictions were derived for the
simplified memory structure shown in Figure 3 (see Table 1, Ratcliff &
McKoon, 1988) in which each cue word is related with strength 1.0 wo itself in
memory, it is related with strength 1.0 1o each of two related other words in
memory (which are in tumn related back to the cue word with strength 1.0), and
it is related to all other items in memory (and they are related 1o it) with strength
0.2. To determine the familiarity value for the target (see Figure 3), the strength
values for the preprime, prime, and target cue words are weighted differently,
with most weight on strength values for the target because it is the word that
actually requires a response, and the weighted surength values are summed over
all items in memory.

To argue that SAM should predict facilitation for sequences in which the
preprime and prime are related 10 each other but not the target, McNamara used
a weighting scheme of 0.5 on the warget, 0.3 on the prime, and 0.2 on the
preprime. This scheme places a lot of weight on the preprime and prime relative
10 the targer It means that if the prime and preprime were nonwords and the
target a word, equal weight would be given in the decision process 1o the
nonwords (preprime and prime) as to the target word, and a 50% error rate on
the target word would be expected. We believe that this is not a reasonable
choice for a weighting scheme, and severa] others are presented in Table 2. The
results show that McNamara's claim depended on the excessive weighting of the
prime and preprime.

Table 2 shows familiarity values for a range of weighting schemes for several
kinds of sequences, and the resulting predictions for priming effects (in the
rightmost three columns). The empirical constraints that the predictions must
meet are straightforward (from McNamars, 1992a, Experiment 2): First, the
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jamiliarity value on the target should be lowest when neither preprime nor prime
is related to it (baseline = UUU) and highest when the prime is related to it
(URR). McNamara (1992a obtained a difference between these two conditions
of 30 ms. The familiarity value on the target should also be higher than baseline
when the preprime is related 10 it (RUR); McNamara obtained a difference for
these two conditions of 14 ms ;n one experiment and 21 ms in another
experiment. Most importantly, the familiarity value on the target should not be
distinguishably higher than bascline when the preprime and prime are related to
each other but not the target (RRU); for these two conditions, McNamara found
no significant difference in response times.

With McNamars's weighting scheme (0.2, 0.3, 0.5), the URR priming effect
in terms of familiarity value is 0.30, the RUR priming effect is 0.19, and the
RRU effeat is 0.10. The RRU effect is one third the size of the URR effect, and
so should be observable empirically. But if the weight on the target is increased
to 0.6 and the weights on the preprime and prime decreased accordingly, then
the RRU effect is only about one ninth the size of the URR effect and it would
be unlikely that this could be detected empirically. The URR effect is 30 ms, and
one ninth of that would only be about 3 or 4 ms. The other weighting schemes
shown in Tabie 2 also predict an RRU effect 100 small to be observed.

The conclusion to be drawn from the results displayed in Table 2 is clear: the
difference predicted by a compound cue version of SAM between response
tmes in the RRU condition and the baseline UUU condition is too small to be
observable empirically (except possibly in an extremely large experiment with
low variance). This conclusion holds for reasonable relative weights on
preprime, prime, and target. Only when excessive weight is given to the
preprime and prime does SAM predict an effect large enough to be observable.
Thus, the data provided by McNamara (1992a) are not inconsistent with
compound cue models.

The effect of related preprime and prime on target response times was one
sequential effect with which McNamars (1992a, 1992b) criticized compound
cue theory. A second effect was an inhibition on targets that appeared when the
preprime item was a nonword. The four conditions that McNamara (1992a,
1992b) examined are shown in Table 3: the target word was preceded by either
a related prime or an unrelated prime, and the prime was preceded by either s
word or a nonword (a nonword is indicated in the tabie by an X). McNamana's
results (1992a, Table 7) are given at the botom of Table 3. He found that a
nonword preprime slowed responses overall, but it did not significantly affect
the amount of facilitation given by a related prime 1o a target (the two priming
effects shown in Table 3, 26 ms and 33 ms, were not significandy different from
exch other).

Insent Table 3 here

McNaman (19923, 1992b) claimed that compound cue theories could not
accommodate this pattern of results, but again predictions depend on the
weighting scheme for the preprime, prime, and targel. Table 3 shows predictions
with rwo different sets of weights (the same specific model was used as for the
results in Table 2, and the strength connecting ary cue word 10 a nonword in
memory was assumed 10 be 0.1). The predictions fit the data remarkably well.
The main effect of inhibition by a nonword preprime appears as lower values of
familiarity in the XUU and XRR oconditions which compares well with the
observed increase in reaction times for these two conditions compared with
UUU and URR. The priming effect is predicted to be only slightly larger when
the preprime is a word than when it is a2 nonword, in sccord with the null effect
in McNamara’s data. Simultaneously, SAM correctly predicts the relative size
of the RUR priming effect. Thus, contrary to McNamara's claim, the SAM
compound cue mode] gives an excellent fit 1o a complicated patiemn of dats (and
may also apply 1o choice reaction time sequential effects, see McKoon &
Ratcliff, 1992) while spreading activation models require the sddition of an

explicit reaction time model for sequential effects."s

Naming

Researchers interested in priming effects have often argued that theories
designed 1o explain such effects should link priming in lexical decision with
priming in the task of naming s word because both tasks involve accessing the
lexicon and because similar experimental variables have been examined in the
two tasks (f McNamara, 1992b; Neely, 1991). In contrast, we have argued that
priming in lexical decision has a natural affinity with priming in recognition
memory. It is our strong bias to attempt 1o generalize research domains in terms
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of underlying theoretical mechanisms, and in theoretical terms, both lexical
decision and recognition require an item to be encoded and compared with
memory to produce & binary decision. Naming a word, on the other hand, is a
task for which one out of tens of thousands of possible responses must be
produced. McNamars (1992b) criticizes compound cue theories because they
fail 1o explain priming effects in naming, but models that deal with naming and
lexical decision could be similarly criticized because they do not deal with
recognition memory.

Although we are biased against relating naming and lexical decision through
empirical considerations, it may be possible to relate them theoretically by
implementing a compound cue mechanism in models of naming. Memory
models in which compound cue mechanisms bave been implemented are
paraliel processing models. This characteristic suggests Seidenberg and
McClelland's (1989) model for lexical decision and naming as a candidate to
implement a compounding mechanism. In Seidenberg and McClelland’s (1989)
model, orthographic and phonological units each form two distinct levels of
representation linked by a hidden layer of units. To model compounding,
gradual (stochastic) replacement of one itern by the next item (eg., with
exponential probability of a featre being replaced) would allow the
representation at input 1o be a compound, a combination of features from the
current and prior items, and this compound could percolate through the whole
network. To produce semantic priming effects, it would be necessary to add an
explicit (as yet unimplemented) semantic layer of information. Then the
scmantic layer could represent semantic feature overlap so that a compound of
related itemns would produce a beuer match to memory and faster responses. To
assess whether such s marriage of models could account for priming in naming,
testing and dats fiting would be required as well as development of a
representation system for the semantic layer.

Conclusions

McNaman (1992b) claimed that compound cue theories could not sccount
for mediated priming effects and sequential effects. We demonstrated that
compound cue models could account for these effects by exploring them in the
joint context of empirical data and specific models. We also found that the
Juxtaposition of spreading activation and compound cue models suggested new
ways 1o view some empirical phenomenas. Our findings can be summarized by
the following points:

McNamana (1992b) claimed that some sequential effects are inconsistent
with compound cue models. However when the familiarity of a sequence was
calculated with reasonable weights on the strengths of the differen items in the
sequence, compound cue models fit the data guiic well

McNamara (1992a; 1992b) failed in his effort to demonstrate multiple-step
priming because predictions derived from his method of measuring distances
between concepts in memory (free association production probability) are nat
consistent with observed data.

Neither current spreading activation models (such as ACT*) nor compound
cue theories can jointly predict free association production probabilities and
priming effects. Variables other than {ree associauon, mciudilg sciuanuc
relatedness and cooccurrence measures, may predict priming effects but these
measures need more investigation, both empirical and theoretical, in order to
relate them to priming.

1 words that prime each other may be directly related to each other in
memory, and therefore priming effects among them are consistent with
compound cue theories. Since we currently have no empirical method for
measuring distance in semantic memory, words that seem far apant may instead
be weakly directly related. A corollary of this point is that any individual word
may have literally hundreds of associstes, most of which are weakly but directly
related. A memory system made up of large numbers of weak but direct
associates is consistent with compound cue models of retrieval and with the
intuition that any word can appear in many (perhaps hundreds) of familiar
combinations with other words (see McKoon & Ratcliff, 1992).

Free association data suggest that a word in memory has many other words
associsted 10 it. When this is taken into account, the utility of spreading
activation as a general retrieval mechanism must be viewed with suspicion.
Suppose each word had 20 other words that it activated to a non-trivial degree
(see Postman & Keppel, 1970). Then with 3-step priming in a spreading
activation model, 20x20x20=8000 words would be activated; this is a good
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proportion of the adult lexicon. Or, if a single word activated 40 other words,
then 64,000 words would be activated by 3-step priming, about the number of
words in the adult lexicon. Such rampant spread of activation through memory
would severely reduce the utility of the spreading activation process as a general
retrieval mechanism.

Spreading activation has been almost unchallenged as an explanation of
priming phenomena, and has remained so despite the development of parallel
processing and feature models that are inconsistent (to various degrees) with it.
The debate represented in this article cantributes to a long overdue examination
of spreading activation, as well as additional evidence in support of compound
cue theornies as viable alternatives.
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Footnotes

1. McNaman (1992b) suggests that an experiment by Ratcliff and McKoon
(1978) provides evidence against cooccurrence as a predictor of pnming
Rawcliff and McKoon measured the amount of priming due to temporal
contiguity, that is, the neamness of words to each other in a sentence. They found
that the amount of priming due to temporal contiguity was less than that due to
propositional distance. McNamana (1992b) identified cooccurrence as being
necessarily closely related to temporal contiguity and less related to
propositional distance. However, cooccurrence as presently defined includes
propositional, temporal, and even between-sentence effects, and so Ratcliff and
McKoon’s results currently have no implications for the use of cooccurrence
measures.

2. ACT™ relates link strength to node strength by mquin.ng that link strength
T, -s/!'} N where 5, e all the nodes connected o0 node i (including s. ) The

ptoblem is that for most networks that are relatively mterconnectcd it is
impossible 1o obtain node strengths for all the nodes in the network that sausfy
this equation for all link strengths. This can be seen easily with a 3 node network
and 6 links all set to different nonzero vzlues with rij summing to 1 for the 2 links

leaving node i. In this case, no solution can be found, and in general, unless there
are fewer nonzero interconnection or link strengths than nodes, nontnivial
solutions are not possible. This means that node strengths cannot be assigned on
the basis of link strengths and so the input activation of a node ¢, cannot depend

on a value of node strength derived from link strengths, as assumed in ACT®.
We have no independent measure of node strength for the items modeled here,
50 all node strengths were set to 1.

3. Joordens and Besner (1992) have criticized compound cue theory because,
they claim, it cannot predict priming effects when an item intervenes between a
related prime and target This is clearly false; Ratwcliff and McKoon (1988)
showed exactly how compound cue models predict such effects (see also
McNaman, 1992a, 1992b).

4. A third sequential effect that McNamara (1992b) marshals in his critique
of compound cue theories involves sequences of only two items, not three. He
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points out that compound cue theories should predict slower response times on
a positive target when it is preceded by 2 negative test item because the negative
item will cause the familiarity of us compound with the target to be low.
Sequential effects have been der..onstrated in choice reaction time (Remington,
1969, Falmagne, 1965) as mentioned above. McNaman cites two sets of data
for which the predi =4 effect does not hold (LeSueur, 1990, Neely &
Durgunoglu, 1985). H. wever, there are other sets of data which do show the
predicied effect (cf Ratcliff, Shev, & Gronlund, 1992, Experiment 1, and also
sequential effects in choice reaction time, Falmagne, 1965; Reminglon, 1969).

5. McNamars (1992b) also considered sequential effects that involve neutral
prime items (& neutral prime is a word like ready, presented many times over the
course of an experiment). Empirical recults currently suggest that some effects
of neutral primes may be different in lexical decision (McNamara, 1992
manuscript) and recognition.

Figure Captions

Figure 1: Free association production probabilities (means across subjects and
items) from the single response procedure for the MA pairs (McNamana &
Altarriba, 1988), the MR two-step pairs (McKoon & Ratcliff, 1992, with
McNamara's, 1992, mediators), and the MR three-siep pairs (McKoon &
Ratcliff, 1992, with McNamara's, 1992, mediators).

Figure 2: A naawork for spreading activation computations for ACT® and a
matrix of the strengths of connections between nodes. For ACT®, the weights
leaving a node are assumed 10 sum 10 1, so strengths in each column of the
matnx sum to |.

Figure 3: The retrieval structure for the SAM mode! used in modeling priming
effects.
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Table 2: Famlliarity of Various Pre-prime, Prise and Target Retstionships

ume. Pri Famiharity mi -
Preprime, Prime, Targe Ty minus
! Sascline (UUU)

UUU | RRU | RUR | URR | RRU | RUR | URR

Weighu 0.1,02,0.7 358 | 6! 33 390 | 003 | 015 | 032
Soengths } and 02

Weighs 0.15,015.0.7 | 358 | 361 | 381 | 381 | 003 | 023 | 023
Svengths 1 and 02

Weights 0.1,0.3,0.6 346 | 330 | 357 | 386 OO | O) | 0@
Soengths 1 and 0.2

Weights 0.)5,025.06 | 366 | 370 | 378 | 401 | 004 | 032 | 038
Soengths 1 and 02

Weights 0.14,029.0.57 1 34) | 347 | 336 | 377 | 006 | 0.15 | 03¢
Soengths 1 and 02

Weights 02.0.3,0.5 33 | 344 | 353 | 364 | 010] 019 | 030
Soengths 1 and 022

.

Weights 0.1.0.4,0.5 33 | 34 3 3s4 | 006 | 008 | 048

Soengths | and 0.2

Note. UUU means that none of the words are relssd. RRU means thet the preprime and prime are
smiaed (e g . hamuner, nail. veil in 8 sequence). RUR seans the preprime and wrget are related.
and URR means the pnme and wrget are relased
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Table 1: Predictions from ACT® for Mediated and Nonmedisted Pairs

ot | e | s | Dt | oM |
sodes Activation | Acovaton | Activation Medisied ©
mediated
MA . al activ retumns 14 2.343 2.48) am 3] |
MR 2-siep. all acov returns 14 2.550 25713 2.766 189 $6
MR 3-siep, all activ rensmns 18 2.288 2.302 23589 N0 9.1
MA  some actv returns 14 1.181 1.1 12M2 st 1
MR 2-siep. sorne activ returns 14 1.169 1172 1246 40.3 70
MR 3-step. some activ returns 18 1.044 1.148 127 1210 210
MA large nerwork 36 1318 1.345 1.468 S 1
MR 2-siep, large network 36 1333 1307 1.399 414 8
MA small nerwork 3 1.0103 1.0247 1.1042 6.3 1
MR 2-step. small nerwork 3 1.0017 1.0033 1.0403 8.7 9.0
MR 3-s1ep. small network 4 1.0073 1.0077 1.0706 23438 36.0

Note The ratio of direct primung 10 medisied priming ind medisad © madiusied is the fatio of U
@ifferences between the condioon and baseline Ratios based on the probabilives from free assoc
stion (ratos of probadibiues or rnos of producys of probebilives)are MA mediated to direct $2.
00 for MR 2-mep mediased 10 MA direct is 44.6, ond reno of MR 3-scp Bedisnd 1© MA direct
18 158.3 MA mands for the McNamars & Akarmibe (1988) maerials nd MR for the McKoon &
Raucliff (1992) materials
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Tabdie 3: Familiaricy and Resction Tiaws for Priming Pairs Precesded by Words and

Neawords
Proprisne, Prime. Tuge: OMI “. ‘“‘I
URR XRR RUR
UUU | URR | XUV | XRR | gy | v | vy
I *

Weights 35 3.9 328 354 032 029 .15
01,02,0.7
Weighu 34) wmn 296 328 0.36 032 018
0.14,029.0.57
Reaction &2 £33 »3 360 26 -33 -14
Times (ms)

Note Reacoon times s fom McNamary's (19922) Tabie 7. Nok thet the Racion imes and
fanilianty value differences heve opposiw signs becawse amalier ssacxion times soneepond 10
e Laniliarmy values for positive sesponses. The RUR candition comes from Tabie 2.

Free Association Data
Two-Step Chains

Prime,'_‘& Mediator _11, MA Target

flowe! g 08 e thom
154 137

Prime 053 _ Wediator _048_ MR Targe!

flowe! . PO o OO
18 055
Three-Step Chains

113 _ o8t . 078
Prime . Mediator . Medistor o MR Target

deer . enimal  tam . gran
d22 A4 088




Targer

Cue | 1 2 3 . s 6 ? J s o | 1w
ool T Jo2 oz Joz oz oz Toz Joz o2
3 |1 |1 |t oz [oz o2 o2 oz Joz J|o2
s o2 |1 |1 10 |0z (02 lo3 oz oz oz
e« |02 Joz (v [* (1 o2 [oz [oz (o2 [o2
s loz oz loz {t [t ‘v oz |02 {oz [o2
6 o2 [oz Joz fo2 |1 |+ [+ [oz oz Jo2
7 |02 [0z [0z (o2 [0z [+ v |1 |oz f[oz2
s |02 |o2 Joz foz (o2 Joz |+ |+ |1 lo2
9 |0z [0z [o2 oz [o2 Joz o2 |1 I+ |
0~ |02 o2 (o2 |0z loz Joz loz loz |1 )
u_ |01 |os (o1 fo1 |os [or [o1 [or [o1 [o1
12 |01 o1 |01 for lot [o1 (o1 (o1 o1 (o1

Note that cues 11 and 12 are assumed 1o be nonwords with strengths 0.1,
the residua! strengths from word cues (10 other words are assumed to be 0.1
and the strengths of wortls connected to each other is assumed to be 1.
Familiarity is computed from

F(cue i, cue j. cue k) = }i s 5",
where S,*! is the strength of cue i 10 target | with weight w1,

® 10 11 1213 ¢

Pl[0s, 011110000000
M is,, 0s5,00001 110000
7103, 0000000011 11
4 |5, 0000000000000
8 (s, 000000000000 O
o 6% 0002000000000
Noce | |24 0 000000000000
8 {045, 000000000000
9 /{05, 000000000000
Wio 5, 00000000000O00D
" 10 035, 00000000000
210 035 00000000000
(0 035, 00000000000
4 {0035 00000000000]
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A PRAGMATIC ANALYSIS OF SO-CALLED ANAPHORIC ISLANDS

GREGORY WARD RICHARD SPROAT GaiL McKoon
Northwestern AT&T Bell Northwestern
University Laboratories University

It is commonly assumed that words are grammatically prohibited from containing an-
tecedents for anaphoric elements. and thus constitute ‘anaphoric islands’ (Postal 1969).
In this paper, we argue that such anaphora—termed OUTBOUND ANAPHORA—is in fact
fully grammatical and governed by independently motivated pragmatic principles. The
felicity of outbound anaphora is shown to be a function of the accessibility of the discourse
entity which is evoked by the word-internal element and to which the anaphor is used
to refer. The morphosyntactic status of the antecedent is but one factor affecting the
accessibility of that entity. A series of psycholinguistic experiments support the analysis.*

INTRODUCTION

1. For over twenty years, various attempts have been made to rule out word-
internal antecedents for anaphoric elements. The first such attempt is foun.. in
Postal 1969, where contrasts such as the one between {a and Ib are discussed
(p. 230):

(1) a. Hunters of animals tend to like them. {them = animals])
b. *Animal hunters tend to like them.

To account for the deviance of exampies like 1b, Postal argued that words such
as animal hunters constitute a type of ANAPHORIC ISLAND—"8 sentence part ...
which cannot contain the antecedent structure for anaphoric elements lying
outside’ (1969:205). In particular, he proposed the following constraint on what
he termed oUTBOUND ANAPHORA: for any word (W), no anaphor could have
as an antecedent another word which is cither 'part of the sense of* W1 or
morphologically related to W1.

While Postal's observations concerning so-called anaphoric islands were
originally cited as evidence for the theory of Generative Semantics, these ob-
servations have more recently been cited as evidence for particular views of
the relation between morphology and syntax. What is common to these dis-
parate theories is the assumption that there exists some kind of GRAMMATICAL
prohibition against the kind of anaphora illustrated in 1b.

In this paper we argue that outbound anaphora is not ruled out by any prin-
ciple of grammar: morphemes in word-internal positions. for example, may
serve as antecedents for subsequent anaphora. Our analysis presupposes a
sharp distinction between syntax and pragmatics. In particular, we assume that
a genuinely ungrammatical construction is ungrammatical in all (nonmetalin-
guistic) contexts, and cannot be ‘amnestied’ by pragmatic or discourse factors.
Given this assumption. we maintain that outbound anaphora is fully gram-

* We wish (o thank the following people for useful comments and data: Betty Birner. Mary
Dalrymple, Julia Hirschberg. Judy Levi, Beth Levin, Janet Pierrehumbert. Roger Ratcliff, Mats
Rooth, audiences at Northwestern University and the University of Pennsylvania. and two anony-
mous reviewers. This research was supported in part by NSF grant BNS85-16350 to Gail McKoon
and by AFOSR grant #90-0246 (jointly funded by NSF) to Gail McKoon.
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matical and governed by independently motivated pragmatic principles. In this
way, our approach is similar to that of Reinhart 1983, in which it is argued
that, aside from cases of bound anaphora, the grammar need not make any
special statement about the referential possibilities of anaphoric elements.

For the purposes of this study, we adopt a conventional view of the notion
‘word’. We will consider a word to be any combination of a stem and affixes
(normally written as one orthographic word in English), or any compound
(which may consist of more than one orthographic word in English). This usage
of the term is consistent with most of the work in morphology. including Mat-
thews 1974, Aronoff 1976, Bauer 1983, and Mohanan 1986, inter alia.

We begin with a review of previous studies of anaphoric islands in general
and outbound anaphora in particular, pointing out inadequacies. Next, we pres-
ent our pragmatic account of outbound anaphora, and argue that the inter-
pretability of an anaphor is a function of the relative accessibility of the
discourse entity to which the anaphor is used to refer; the morphosyntactic
status of the antecedent of the anaphor is only one factor which affects the
relative accessibility of that entity. As part of our discussion we will review
the results of a series of psycholinguistic experiments that support our analysis,

PREVIOUS LITERATURE

2.1. ANAPHORIC ISLANDS AND GENERATIVE SEMANTICS. To the best of our
knowledge. Postal (1969) was the first to claim that—as he put it—reference
both into and out of words is ungrammatical. Consider his examples of out-
bound anaphora in 2:'

(2) a. *Max is an orphan and he deeply misses them. (orphan = ‘a child

whose parents have died’) (Postal 1969:206, ex. 3a)

b. *The best pork comes from young ones. (pork = ‘meat from pigs")
(Postal 1969:226, ex. 100b)

c. *Max wanted to glue the boards together but Pete wanted to do
so with tape. (glue = ‘fasten with glue’). (Postal 1969:212, ex.
35b) e

d. *McCarthyites are now puzzled by Ais intentions. (Postal 1969:213,
ex. 42b)

e. *The best wombatmeat comes from young ones. (Postal 1969:226,
ex. 100a)

f. *Smokers really shouldn't do so. (Postal 1969:217, ex. 65b)

' In these and all subsequent examples, we shall adopt the convention of italicizing intended
coreferential expressions, with the following stipulations: (i) whenever a word-internal expression
is phonologically or orthographically unmodified within the containing word, we italicize.just the
portion of the word which corresponds to the intended antecedent (e.g. Bush supporters, flutist,
New Yorker, smoker); tii) if the containing word is not so clearly segmentable, we italicize the
entire containing word (e.g. Belgian, Gluswegian, second). Furthermore, we shall represent greater
than normal intonational prominence (where refevant) with small capitals. Finally. in our review
of previous studies we shall be using the annotations of unacceptability used by the original authors
(usually **°). Elsewhere, however, we shall be using the symbol for pragmatic deviance ("#°), given
our claim that outbound anaphora involves no grammatical violation.
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On the basis of such data, Postal concluded that coreferential pronouns (e.g.
2a), identity of sense’ pronouns (e.g. 2b), and the pro-VP do so (e.g. 2¢) cannot
be anaphorically related to words that constitute ‘part of the meaning’ of an-
other word in the sentence. Even if a word is morphologically present within
another word, Postal claimed. it still cannot serve as an antecedent for these
anaphoric elements, as illustrated in 2d-f.

Postal also argued that anaphoric elements themselves may not occur as part
of the sense of a word. nor may they be morphologically incorporated into a
word. Such anaphora, which he termed INBOUND ANAPHORA, is exemplified
in 3;

(3) a. *The grolf wanted to visit Max. (grolf = ‘one who has written the
biography of X') (Postal 1969:206, ex. 11a)

b. *The boy who owned a flark made fun of Max's gorilla. (flark =
‘a device for removing the pelt of one’) (Postal 1969:210, ex.
25a)

c. *The fact that Max plorbed Betty did not convince Pete to kiss
her on the lips. (plorb = ‘do so on the lips’) (Postal 1969:213,
ex. 39a)

d. *McCarthy was glad that himites were the majority in the room.
(Postal 1969:214, ex. 50a)

¢. *Harry was looking for a rack for magazines and he found a one-
rack. (Postal 1969:216, ex. 60b)

f. *People who smoke like other do soers. (Postal 1969:217, ex. 69a)

In 3a-c we see that anaphors may not occur as part of the sense of a word,
while in 3d-f we see that anaphors may not be morphologically incorporated
in lexical items. Thus, both simple and derived morphological forms are claimed
to be anaphoric islands with respect to both outbound and inbound anaphora.
As Postal noted, some of these data seemed problematic for the theory of
Generative Semantics and would appear to provide good support for the al-
ternative theory of Interpretive Semantics then under development. Recall that
in Generative Semantics it was posited that a word such as orphan might ac-
tually be represented syntactically by the phrase a child whose parents have
died. 1t was therefore something of a puzzle that one could not refer to the
deceased parents with an anaphor, as illustrated in 2a. By contrast, in In-
terpretive Semantics words were not decomposed into underlying syntactic
representations; this theory was therefore not required to explain exam-'cs of
ill-formed outbound anaphora like those in 2a-c or the absence of wor. « with
the characteristics required to yield examples like those in 3a-c.
Interestingly, Postal marshaled the anaphoric-island data as evidence For
rather than against Generative Semantics. First, while Interpretive Semantics
could explain the lack of inbound anaphora in cases like 3a—c, it could not
explain the absence of forms like *himite, *oner, or *do soer in 3d-f without
some additional constraint. Generative Semantics, however, coupled with an
anaphoric-island constraint applying late in the derivation of sentences, could
give a uniform account of why ALL such cases of inbound anaphora are ill-
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formed. Similarly, while Interpretive Semantics could handle cases of outbound
anaphora like 2a—c, it could not without additional stipulation account for those
in 2d-f. For example, given that McCarthy is morphologically present in
McCarthyites, there should be no reason on an interpretive account why it
could not function as an antecedent for the anaphor in 2d. Again, with an
additional late anaphoric island constraint, Generative Semantics could provide
a uniform account of all of the examples in 2. Given these assumptions,
McCarthyites and orphan arp treated alike, since both would be marked as
anaphoric islands late in the derivation and both would be equally ‘inaccessible’
to subsequent anaphora. Finally, Postal argued that a late anaphoric-island
constraint was in fact required on independent grounds. He presented evidence
that relational adjectives such as American in the American attemp! to invade
Cuba are derived from underlying full NPs (see also Levi 1978); indeed, as this
example shows, the underlying NP can evidently serve as the antecedent for
the deleted subject of the embedded clause to invade Cuba. Yet such adjectives
nonetheless constitute islands, according to Postal, who offered as evidence
the examples in 4 (1969:223):

(4) a. *Her enemies were pleased by the American invasion of Vietnam.
b. *America praised the itan invasion of Cuba.

Thus, Postal concluded, there must be some kind of constraint that marks
simple and derived words as anaphoric islands fairly late in the derivation of
sentences, at least after the application of the rule converting noun phrases
into relational adjectives. Given that a late anaphoric-island constraint ap-
peared independently necessary, Generative Semantics stood in a better po-
sition than Interpretive Semantics to account for these data; only the former
could readily explain parallels between words that only underlyingly ‘con-
tained' antecedents or anaphors and words that morphologically contained an-
tecedents or anaphors. It was thus taken to be an advantage of Generative
Semantics that it is only on the surface that, say. pork and wombatmeat consist
respectively of one and two morphemes; the anaphoric-island constraint treats
them identically with respect to outbound anaphora.

Ross attempted to pinpoint the stage in the derivation at which the anaphoric-
island constraint applies, claiming that ‘it is perfectly possible for pronouns to
appear in the course of a derivation which refer to NPs “‘inside’’ words, as
long as these pronouns do not eventually appear in surface structures’
(1971:599). For example, in S the ellipted VP is justify herself, where herself
clearly has Britain, part of British. as its antecedent (Ross 1971:599, ex. 2):

(5) 1 approve of America’s attempt to justify herself, but I don't approve
of the British attempt (t0).
To handle such data, Ross suggested that the anaphoric-island constraint is
triggered only by pronouns which are present in surface structure. The fact
that the implicit reference to Britain in 5 is possible was taken by Ross to be
further support for Generative Semantics.?

2 1t is interesting that Ross appears to have overlooked the fact that the omitted herself does
not have America or British as a direct antecedent, at least not in the theory of transformational
syntax assumed at the time (nor, for that matter, in current Government-Binding theory). Rather,
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Before we proceed further with the discussion, it is worth bearing in mind
two points concerning grammatical theory at the time of the early discussions
of anaphoric-island phenomena. First, most researchers in generative syntax
then had little interest in morphology per se; hence, there was often no attempt
to distinguish cases in which an antecedent is morphologically contained within
another word from cases in which the two words are merely morphologically
RELATED (though see the discussion of Browne 1974 below). Second, early
studies in the generative framework viewed anaphora as a relationship—either
a transformational one or one involving some sort of indexing—between two
positions in a syntactic structure. The view that words were anaphoric islands
therefore constituted, in effect, a syntactic constraint. While we do not deny
that syntax may constrain at least one kind of anaphora. namely bound anaph-
ora, we shall assume, as argued in Reinhart 1983, that unbound pronouns are
not indexed or otherwise structurally related to their antecedents. Rather, fol-
lowing Karttunen 1976, Grosz 1977, Morgan 1978, Webber 1979, Sidner 1979,
and Grosz & Sidner 1986, inter alia, we assume that such reference is more
accurately seen as a relation between language and discourse entities, which
constitute part of a speaker's (continuously updated and revised) model of the
ongoing discourse.

2.2. THE GRADIENT NATURE OF OUTBOUND ANAPHORA. Subsequent work on
so-called anaphoric islands revealed outbound anaphora to be a gradient phe-
nomenon, rather than the categorical one originally described by Postal.

Tic Douloureux 1971, for example, observed that certain ‘unmentionable’
body substances may be felicitously referred 10 with an anaphor even when
those substances are not explicitly evoked in the preceding discourse. Consider
the examples in 6, in which no explicit antecedent for the anaphor occurs (Tic
Douloureux 1971:46):

(6) a. John bled so much ir soaked through his bandage and stained his

shirt. (bleed = ‘to emit dlood’)
b. When Little Johnny threw up. was there any pencil-eraser in it?

(throw up = ‘to emit vomit’)

To account for such data, Tic Douloureux proposed the following ‘grammatical’
principle (1971:48): *‘Whenever a sentence has a semantic interpretation making
reference to an action or event that (inferentially) results in the production of
an unmentionable bodily substance, such a substance can be referred to by a
pronoun it within the sentence...’ Significantly, this principle makes no ref-
erence to any morphological or syntactic relation between anaphor and ante-

the antecedent for herself is the deleted subject of the VP 1o justifv herself. given that the verb
artempt is an gQui-verb, and that the related noun alzempt is an EQui-controlling noun: in current
pariance, the subject of artempt controls the po of the embedded clause. Curiously. however,
while French can apparently control the so in (i). as Postal 1969 noted in connection with similar
examples, an explicit anaphor—which should permit coindexing with the subject Pro—is odd in
this context, as seen in (ii):

(i) the French attempt pro 10 regain the former colonies

(ii) Mthe French attempt pO 10 regain Aer former colonies
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cedent. However, as we shall see, the inferential process alluded to in Tic
Douloureux's principle extends far beyond unmentionable bodily substances.

Lakoff & Ross (1972) proposed a set of principles designed to account for
some of the gradations in acceptability for outbound anaphora. First, they
suggested that examples of outbound anaphora are improved if the intended
antecedent is morphologically related to the surface word that contains it. Thus,
7o is correctly predicted to be more acceptable than 7a (Lakoff & Ross
1972:121):

(7) a. *The orphan misses them.

b. ?*A guitarist bought one yesterday.

Second, they claimed that an even greater improvement can be achieved if the
derived lexical item containing the antecedent does not coMmmanD the pronoun.?
Thus 8a is worse than 8b, they claimed, because in 8a the word containing the
antecedent (guitarist) commands the pronoun (it), while in 8b it does not
(1972:121):

(8) a. ?*The guitarist thought that it was a beautiful instrument.

b. ?John became a guitarist because he thought that ir was a beau-
tiful instrument.

On the basis of these observations, Lakoff & Ross proposed the following three
degrees of deviance for outbound anaphora:

(9) a. **' if the lexical item and the antecedent are not morphologically

related;

b. “?** if the lexical item and the antecedent are morphologically
related and if the lexical item commands the pronoun;

c. either ‘7 or *ok’ if the lexical item and the antecedent are mor-
phologically related and if the lexical item does not command
the pronoun.

However, it is not the case that morphological unrelatedness necessarily results
in infelicitous outbound anaphora. Consider the example in 10, where the con-
taining word second is clearly not morphologically related to the intended an-
tecedent two:*

(10) This is the second time in as many weeks.

Another problem is that Lakoff & Ross’s command condition 9b would assign
the second degree of deviance to the naturally-occurring examples in 11:
(11) a. The Senator Bradley forum has been canceled due to his need to
be in Washington for the budget vote.
(note on poster at AT&T Bell Labs; September 26, 1990)
b. Last night's Sinead O'Connor concert at the Garden will be Aer
last.
(WNBC 6:00 News; August 25, 1990)

J Node A commands node B if neither node dominates the other and if node B is dominated by
the first S node above A (Ross 1986:201).

4 As we explain in §3.4. what is required for the felicitous outbound anaphors exemplified in 10
is the existence of a well-instantiated lexical—rather than morphological—relationship between
the containing word and the intended antecedent.
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c. 1 was reading this Peggy Noonan book on her years at the White
House...
(Julia Hirschberg in conversation; November 9, 1990)
In all these examples, the lexical item containing the antecedent commands
the pronoun, yet none seems particularly infelicitous.

Watt (1975) discussed a number of factors that, he claimed, serve to improve
the ‘penetrability’ of outbound anaphora. First, he noted that such anaphora
is facilitated when the antecedent bears contrastive stress, as in 12 (Watt
1975:106):

(12) All the Nxonites 1 know are for putting all the Agnewites in cold

storage till 1976; but we niMsELF doesn’t care a fig.

Here, it is claimed that the contrast between Nixon and Agnew—marked pro-

sodically by a pitch accent on Nixon—‘exposes’ the antecedent in a way the

deaccented antecedent would not. Watt argued that exposed antecedents result
in reduced processing effort (1975:105):

*In the case of an ‘impenetrable’. exposure of (= penetration to) the contained anaphorical

antecedent would thus be possibic at the point in hearing the sentence when only the antecedent

had been heard, rather than, retrospectively. when the ansphor was heard. perhaps much
later. A reduction of processing effort should result. and 50 a gain of acceptability.’

Thus, for Watt, accent on Nixonites in 12 serves to expose the substring Nixon,
rendering the NP ‘available’ for subsequent reference. However, as noted by
Wilson & Sperber (1979), Prince (1981b, 1986), Rooth (1985), Hirschberg &
Pierrechumbert (1986), and Pierrchumbert & Hirschberg (1990). among others,
the function of pitch accent is not to expose linguistic strings, but rather to
highlight. or focus, the discourse entities to which those strings refer. Such an
analysis of accent is consistent with our view of reference as a relation between
language and entities in a discourse model. rather than as a relation between
linguistic objects. Furthermore, we argue that what is relevant for felicitous
outbound anaphora is not accent per se, but rather the relative accessibility of
the discourse entity which may be evoked AS A RESULT OF a speaker’s use of
accent. Nonetheless, we agree with Watt that accent is relevant to the inter-
pretation of outbound anaphora, though it is but one of many factors that con-
tribute to the relative accessibility of discourse entities.

Another factor contributing to felicitous outbound anaphora, according to
Watt, is the degree to which the anaphor is ‘specific’ to the particular ante-
cedent. To illustrate, Watt offered the examples in 13 (1975:102):

(13) a. 7?Whenever Otis meets a lifelong New Yorker he says he thinks
it's the worst city in the world.
b. +Whenever Otis meets a lifelong New Yorker he says he wouldn't
live there on a bet.’ :
c. +Whenever Otis meets a lifelong New Yorker he says he would
never visit such a place.
Here Watt claimed that, as an anaphor becomes increasingly specific (i.e. from
the least specific, it, to the most specific, such a place). the corresponding

 Watt used * +° to mean ‘the antithesis of ***"'. however interpreted" (1975:101).
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islands become increasingly ‘penetrable’. While we disagree with Watt about
the infelicity of 13a, we nonetheless agree that in general the more descriptive
the anaphor, the greater the possibility of successful reference.®

Watt's set of conditions under which penetration into islands is more or less
possible constituted the first attempt of which we are aware to describe what
would now be called pragmatic factors that affect the well-formedness of out-
bound anaphora. However, Watt adopted the contemporary prevailing view
of anaphora as essentially a relation between linguistic elements: ‘The bond
joining anaphor and antecedent is sensitive to whether or not both anaphor and
antecedent are present in the given sentence as ‘words’, but this sensitivity is
very mutable’ (1975:101). This contrasts with the more modern (and more ac-
curate) view of anaphora as a relation between a linguistic anaphor and its
nonlinguistic referent in the discourse model.

Corum (1973) presented additional evidence in support of a gradient, rather
than categorical, constraint on outbound anaphora. She argued that, in some
cases, pronouns MUST be allowed to refer to an antecedent that is contained
in the semantic structure of another word. She further suggested that the gra-
dient nature of the constraint—i.e. that anaphors can refer AT ALL t0 items
within words—is evidence for a Generative Semantic as opposed to an In-
terpretive approach. Browne 1974, however, argued that Corum'’s idea of (se-
mantic) containment must be weakened to ‘semantically related’, because an
anaphor’s antecedent can either contain or be contained in the surface form.
As evidence, Browne provided the examples in 14 (1974:620):

(14) a. Mary knows Kurdish, because she is one.
b. John is a Kurd, and his children can speak it.

In 14a the antecedent of one (Kurd) is semantically and morphologically con-
tained within the word Kurdish, while in 14b the intended antecedent of it
(Kurdish) actually contains the surface word Kurd. In fact, all of Browne's
examples involve surface words which are both morphologically AND semant-
ically related to the intended antecedent (cf. Lakoff & Ross’s 1972 formulation
concerning MORPHOLOGICAL relationship).

We note in passing that, assuming the examples in 14 are well-formed,
Browne's argument has an undesirable consequence for the Generative Se-
mantics position. If Kurdish is represented as ‘the language spoken by Kurds’
in 14a, and if Kurd is represented as ‘people who speak Kurdish’, as 14b would
seem to suggest, then a representational infinite regress results.

2.3. OUTBOUND ANAPHORA AND RECENT THEORIES OF MORPHOLOGY. While the
outbound-anaphora data were originally offered as evidence for Generative
Semantics, such data have also been cited in support of a number of claims
about morphology. For example, Levi (1978) argued that the data supported
her position that complex nominals (¢.g. compound nouns) are categorially

¢ A better example to illustrate Watt's point in 13a is presented in (i):
(i) Whenever Otis meets a lifelong New Yorker he says he thinks ir's dirty.
Without the predicate in Watt's example (the worst city the world), the it of (i) is difficult to interpret.
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nouns rather than noun phrases. More recently, anaphoric-island data have
been reinterpreted in the context of the theory of Lexical Phonology and Mor-
phology. An important principle of lexicalist theories of morphology (e.g. Pe-
setsky 1979, Kiparsky 1982, and Mohanan 1986, inter alia) is the LEXICAL
INTEGRITY HYPOTHESIS. Under this hypothesis. syntactic processes do not have
access to the internal structure of words. Movement transformations, for in-
stance, are prevented from moving morphemes either into or out of words.
According to Pesetsky 1979 (and subsequent work, ¢.g. Mohanan 1986). such
lexical ‘integrity" is derivable from an important construct of Lexical Phonology
and Morphology. namely BRACKETING ERASURE. Bracketing erasure deletes
word-internal brackets at certain points in the derivation of a word (at the end
of each cycle, in most versions of the theory). Crucially, word-internal brackets
are also deleted at the end of a word's derivation. prior to lexical insertion.
Bracketing erasure thus prohibits postlexical (e.g. syntactic) processes from
having access to word-internal components: no syntactic process. for example,
may make reference to the morpheme truck in the compound truck driver.
Hence, such a compound would be as unanalyzable as orphan with respect to
syntactic operations.

Under the assumption that anaphora involves a syntactic relationship be-
tween word strings. Simpson 1983 noted that the existence of anaphoric islands
follows from the lexical integrity hypothesis. Because word-internal compo-
nents are not visible to syntactic operations. there would be no way for an
anaphor to be coindexed with a word-internal antecedent. Outbound anaph~ra
is thus predicted to be categorically ungrammatical.” However. as we have
seen, outbound anaphora is not. contra Simpson, a categorical phenomenon.
Furthermore, while Simpson’s approach makes a strong (but untenable) pre-
diction concerning cases of sentence-internal anaphora. it is unclear what pre-
diction it would make in a case where the anaphor is in a different sentence
from its (word-internal) antecedent. Compare. for example. 15a-b:

(15) a. #Yesterday, ] met this really odd truck driver who lives in ir.
b.  Yesterday. 1 met this really odd truck driver. #He lives in ir.

Assuming that intersentential coreference is not governed by syntactic coin-
dexation. Simpson's theory rules out 15a, while making no claim about the
equally infelicitous 15b.

Sproat (1985, 1988) argued that Postal's prohibition against both inbound and
outbound anaphora is derivable without appealing to the notion of lexical in-
tegrity. Instead, he suggested that the constraint could be derived from con-
siderations concerning the kinds of antecedents that anaphors may have. He
argued that previous work on anaphora within generative syntax has implicitly
assumed that an antecedent for a pronoun must be a maximal projection. So
it has been assumed. for example, that Aim in 16 cannot be coindexed with

7 Note that this is similar to Postal’s 1969 notion that the anaphoric-island constraint applies late
in the derivation: in both cases, a principle applies that renders morphologically complex words
indistinguishable from monomorphemic words with respect 1o postiexical processes (including
anaphora).




s e . . it

R S~ N

-

448 LANGUAGE. VOLUME 67, NUMBER 3 (1991)

just the head noun man, but only with the maximal projection of the head noun,
i.e. the NP the large man (Sproat 1988:294):
(16) *The large man had a hat with Aim.

Sproat proposed that anaphors such as pronouns or the pro-VP do so—both
maximal projections under his analysis-——must have as antecedents phrases that
are likewise maximal projections. Thus. he argued. one can derive structural
constraints on outbound anaphora by appealing to the prohibition on maximal
projections within words in English, as evidenced by the ungrammaticality of
*a [The Bronx)] hater, where a maximal projection (The Bronx) occurs word-
internally (Fabb 1984). Under such an analysis, truck in truck driver couid not
serve as the antecedent for a pronoun simply because it is not of the right
syntactic form. In this way, both Sproat (1985, 1988) and Simpson (1983) argued
that no anaphoric-island constraint per se is necessary, with Sproat pointing
out that so-called anaphoric islands do not. contra Simpson, provide evidence
for the lexical integrity hypothesis. However, both Sproat’s and Simpson’s
approaches, like Postal's original analysis. treated anaphoric islands as a cat-
egorical phenomenon, which, as we have seen. is not supported by the data.

Like Lakoff & Ross 1972, Lieber 1984 suggested that structural configuration
plays a significant role in the acceptability of outbound anaphora. Appealing
to Government-Binding theory (Chomsky 1981), Lieber claimed that R-expres-
sions (i.e. nonpronominal referring expressions) may not be bound, and hence
that pronouns may not c-command their R-expression antecedents.® This con-
straint, she claimed, could account for the contrast illustrated in 17 (1984:188):

(17) a. McCarthyites are now puzzied by him.
b. *He distrusts McCarthyites.

Specifically, Lieber attributed the unacceptability of 17b—where he c-com-
mands the R-expression McCarthy—to a violation of Condition C of the binding
theory, which states that an R-expression may not be bound. By appealing to
binding theory, Lieber attempted not only to account for the ill-formedness of
17b, but also to argue against the lexical integrity hypothesis; since, she
claimed, the syntactic principles of binding theory must have access to word-
internal elements in order to rule out 17b, it follows that the lexical integrity
hypothesis cannot be correct.

However, the problem with Lieber's example 17b is not that McCarthy is
c-commanded by the subject pronoun; rather, its deviance results from the fact
that there is no antecedent for the anaphor in the context provided. We would
not expect he to specify McCarthy in this example any more than we would
expect he to specify McCarthy in, say. he left. In an appropriate context,
Lieber's example—slightly modified—is fine. Consider the constructed ex-
ample in 18a, as well as the naturally-occurring example in 18b. from a report
of an interview with Salman Rushdie:

* There are various definitions of c-command. For Lieber's—and our—purposes the following
definition (taken from Radford 1988:115) will suffice: X c.<commands Y iff the first branching node
dominating X dominates Y, and neither X nor Y dominates the other.
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(18) a. After McCarthy had undergone a change of heart and issued a
public apology, he began to distrust the very McCarthyites who
previously had been so fiercely loyal.

b. He has called editors to tell them Rushdie jokes ... (New York

Times Magazine, ‘Rushdie in hiding'; November 3, 1990, p. 68)

The felicity of these examples argues against any attempt to provide an exclu-
sively structural account of outbound anaphora.

Finally, Sproat & Ward (1987) challenged the claim that the unacceptability
of so-called anaphoric islands involving outbound anaphora is the result of a
violation of some syntactic or morphological principle.® They argued that prag-
matic factors such as contrast and topicality serve to increase the salience of
areferent evoked by a word-internal element to a level where outbound anaph-
ora is felicitous. In this paper we develop some of the suggestions introduced
in this earlier work, and present the results of a series of psycholinguistic
experiments that support these suggestions.

2.4. SuMMARY. Anaphoric-island data were first offered in support of the
decompositional approach of Generative Semantics. Although Postal’s original
1969 formulation of the anaphoric-island condition included a categorical pro-
hibition on reference ‘into and out of* words. it was soon noted (Lakoff &
Ross 1972, Watt 1975) that the conditions on well-formed outbound anaphora
were in fact gradient. The phenomenon was subsequently recast in terms of
lexical integrity, a key principle of lexicalist morphological theory. The earlier
anaphoric-island stipulation was argued to be derivable from a more general
prohibition against syntactic access to lexical structure (implemented as brack-
eting erasure in Lexical Phonology and Morphology). Sproat (1985, 1988) ar-
gued against this approach and suggested instead that there was a syntactic
condition on the kinds of phrases which could serve as possible antecedents
for anaphors.

With few exceptions, previous approaches have assumed that outbound
anaphora is to be ruled out by some morphological or syntactic principle. In
what follows we shall suggest. as in the studies of Simpson 1983 and Sproat
1985, 1988, that there is no specific anaphoric-island restriction. However,
unlike Simpson or Sproat, we shall argue that the degree to which outbound
anaphora is felicitous is determined by the relative accessibility of the discourse
entities evoked by word-internal lexical elements, and not by any principle of
syntax or morphology.'® While some previous studies (e.g. Tic Douloureux
1971, Watt 1975) have acknowledged the importance of pragmatic factors in
the acceptability of outbound anaphora. most others have taken the alternative
position that outbound anaphora is ungrammatical. and only occasionally ame-
liorated through contextual manipulations. In the following section we reject
this ‘ungrammatical-but-salvageable’ view of outbound anaphora. and present
our pragmatic analysis of the phenomenon.

* The sole exception is outbound anaphora with the pro-VP do so. on which see $3.3 below.

' Nor by any principle derivable from other morphological or syntactic principles. such as lexical
integrity.
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A PRAGMATIC ANALYSIS OF OUTBOUND ANAPHORA

3. Asnoted in §1, we shall assume that a genuinely ungrammatical construc-
tion is ungrammatical in all (nonmetalinguistic) contexts. and cannot be ‘am-
nestied’ by pragmatic or discourse factors.'' Given such an assumption, it
would be inconsistent for a construction to be ruled out by syntactic consid-
erations and, at the same time, be acceptable under certain discourse condi-
tions. Rather, we would maintain that such a construction is syntactically well-
formed, but restricted to certain discourse contexts for pragmatic reasons.

In our study of inbound and outbound anaphora, we will concentrate on cases
where the antecedent (in the case of outbound anaphora) or anaphor (in the
case of inbound anaphora) is morphologically ‘contained” within a word.'? Spe-
cifically, we propose that:

(19) A. Inbound anaphora is ruled out by a grammatical principle that
prohibits pronominal elements from appearing in word-internal
positions.

B. Outbound anaphora is not ruled out by any grammatical princi-
ple—with the exception of outbound anaphora involving do so
(see §3.3).
First. we claim that inbound anaphora is ungrammatical: word-internal ana-
phors are categorically ruled out by independently motivated morphosyntactic
principles. There are a number of ways in which this prohibition could be
derived, but for the purposes of this discussion we present the simplest of these
(see Sproat 1985, 1988 for a different explanation). Pronouns are closed-class
items, and as such do not freely allow further morphological derivation (Paul
Kiparsky, personal communication, 1990). Thus forms like *Aimite or *them-
hater are ruled out by the same morphological constraint that generally prevents
formations like *withing or *overer.

Given our assumption that ungrammatical constructions ~annot be amnestied
by pragmatic factors, it follows that inbound anaphora should not be possible
in ANY (nonmetalinguistic) discourse context. Indeed, we know of no contexts
in which such anaphora is well-formed. We thus conclude that inbound and
outbound anaphora are, contra Postal 1969, distinct in that only the former is
governed by morphosyntactic principles. Crucially. however, inbound anaph-
ora is not ruled out because words are anaphoric ‘islands’, but rather because
pronouns are categorically barred from word-internal positions.!?

Second, we claim that there is no principle of grammar that explicitly pre-

' For a contrasting view. see Shibatani & Kageyama (1988). who argue for an Anaphoric island
Constraint. while conceding that violations may occur as a result of ‘some kind of pragmatic
inference rather than by a direct coreferential relation’ (1988:473. n. .2}. However. they provide
no criteria to distinguish between these two possibilities. As we will argue in the following dis-
cussion, such a distinction is both unmotivated and unnecessary.

2 Examples where no morphological containment is involved. e.g. 2a. are discussed in §3.4
below.

Y One might also point out that some languages do ailow incorporated pronouns within verbs
(see, for instance, Bresnan & Mchombo 1987). As far as their anaphoric behavior is concerned.
incorporated pronouns in languages that have them are exactly like nonincorporated pronouns in
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vents word-internal antecedents for pronominal anaphors.'* As initial evidence,
consider the naturally-occurring data in 20, drawn from our corpus of outbound
anaphora (part of which is presented in the Appendix).

(20) a. For a syntax slot, I'd rather see someone with more extensive
coursework in it. (Judith Levi discussing various subdisciplines
of linguistics; January 8, 1987)
b. Patty is a definite Kal Kan cat. Every day she waits for it. (Tele-
vision advertisement for Kal Kan; January 28, 1987)
¢. There's a Thurber story about his maid ... (Michael Riley in con-
ve-sation: September 7, 1988)
nt up to Consiable country; we stayed in the village he was

* _.n in. (Kenneth Sproat in conversation; October 11, 1988)

¢. ' refer you to the Schachier paper: he's very proud of it ... (Mark
Baker in response to a question at NELS; November 12, 1988)

f. Well, action is still needed. If we're to finish the job, Reagan's
Regiments will have to become the Bush Brigades. Soon he'll
be the chief, and he’ll need you every bit as much as I did.
(Ronald Reagan, farewell speech, January 11, 1989, reported in
Associated Press Newswire)

g. Millions of Oprah Winfrev fans were thoroughly confused last
week when, during her show, she emotionally denied and de-
nounced a vile rumor about herself. (Chicago Tribune, column
by Mike Royko: May 22, 1989; cited in James McCawley's ' 1989
linguistic flea circus’ as an example of reflexive usage—not as
an example of outbound anaphora)

h. 1 had a paper route once but my boss said I took too long deliverin®
‘em. (L. A. Law'; 1987)

i. I'm a mystery-story buff and read (and watch on PBS) a lot of
them. (Northwestern University electronic bulletin board: Jan-
vary, 1989)

.

a language like English. Again. this does not affect our argument here: it seems that English
MORPHOLOGICALLY rules out any kind of pronoun ‘incorporation’. and it is this grammatical fact
which accounts for the inbound anaphora data. If English did allow incorporated pronouns, we
would expect them to behave like free pronouns with respect 1o their anaphonic behavior, just as
they do in languages that allow them.

' Foliowing previous work on anaphoric islands. we shall restrict our analysis of outbound
anaphora to nonepithet anaphors. However. we note that anaphoric epithet NPs, illustrated in (i)
and (ii). also participate in such anaphora:

(i) The Philadelphiu Inquirer beseeched its readers through a series of editonals last summer
10 stop giving to beggars. especially drug and alcohol abusers. who the paper claimed
were driving away tourists and threatening the economic survival of rhe city's down-
town. (Chicago Tribune anicle, ‘Beggar's bounty: Deaf ear. cold shoulder': May 13,
1990)

(ii) Health Secretary Louis Sullivan said Morday he was outraged that ‘unAmencan’ pro-
testers prevented him from being heard at an A/DS conference. but the incident would
not reduce his commitment to fight the disease . (Chicago Tribune article. *AlDS protest
angers health secretary’: June 26, 1990)
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J. Inthe distance, we heard the sound of an ambui..rce siren. Within
a minute or so ir arrived and stretcher bearers took ihe boy away.
(New York Times Magazine, ‘The tragedy of Detroit’; July 29,
1990, p. 25)
k. Officials in the Danish capital believe they've found a way to stop
bicycle thefts—Ilet people use them for free. (Associated Press
Newswire; November 10, 1990)
1. 1 was reading this Peggy Noonan book on her years at the White
House ... (= 1lc¢)
If one takes the position that outbound anaphora violates a principle of gram-
mar, one will have to allow for frequent pragmatic amnestying in order to
accommodate the well-formedness of data such as those in 20. In the absence
of any account of the conditions under which such amnestying is possible. it
is not clear how to evaluate this position. Moreover, such an account would
also have to explain why cases of truly ungrammatical inbound anaphora fail
to be rendered acceptable under AN- -*rcumstances. For example. if one were
to argue that 20a can be amnestied because the anaphor is interpretable by
some kind of ‘pragmatic inference’, one would have to explain why the same
sort of pragmatic inference fails to salvage the following example, where there
is clearly no difficulty in interpreting the anaphor:'*

(21) *I'll eat oysters on occasion, but I'm really not much of a them lover.

On the basis of such data, we reject the view that outbound anaphora is un-
grammatical and argue instead for a pragmatic analysis of the phenomenon.
From this, it foliows that the many examples of ill-formed outbound anaphora
discussed by Postal (1969) and others are not syntactically UNGRAMMATICAL,
but rather pragmatically INFELICITOUS.

Before proceeding. we first lay out some assumptions concerning the prag-
matic framework that we will be adopting. As we have noted. one of the prob-
lems with previous accounts of outbound anaphora has been the assumption
that anaphora—indeed, reference in general—involves a direct relation be-
tween LINGUISTIC objects. As discussed above. Postal’s original formulation of
the problem in terms of anaphoric islands involved morphosyntactic restrictions
on possible antecedents for anaphoric elements: *Outhound anaphora is the
relation between a [sentence] chunk, part of which is interpreted as antecedeni,
and some anaphor outside of that chunk’ (1969:206). Watt 1975 furthermore
talks of ‘penetrating’ a word or phrase in order to arrive at a pronoun's an-
tecedent.

In contrast, we maintain that a more adequate account of outbound anaphora

'S One might argue that. on the one hand. constructions like *them lover violate a strong mor-
phosyntactic constraint, whereas instances of outbound anaphora violate only weak morphosyn-
tactic constraints and are therefore more readily amnestied by pragmatic factors. While this is a
possible theory. it is not clear how one would distinguish it empirically from the pragmatic approach
we present below. Furthermore. we would argue that the pragmatic factors affecting the accept-
ability of outbound anaphora are factors that are relevant to anaphora in general: thus. the idea
that outbound anaphora is even weakly ungrammatical serves no apparent purpose.
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is possible once reference is viewed as a relation that holds between language
and one or more entities in a constructed representation, or model, of the
ongoing discourse (see Karttunen 1976, Grosz 1977, Webber 1979, and Sidner
1979, inter alia). Under this view, pronouns and other anaphors are used to
refer to discourse entities rather than to linguistic antecedents. The felicity of
a particular instance of anaphora, then, is a function of the relative accessibility
of the discourse entity to which the anaphor is intended to refer, as well as the
type of anaphor used to refer (Watt 1975). As is well known, pronouns are the
most pragmatically constrained type of anaphor in that their felicitous use re-
quires that the hearer has (or could appropriately come to have) the referent
of the pronoun ‘in consciousness’ at the time of the hearing or processing of
the utterance (see Chafe 1976, Sidner 1979, Prince 1981a, Gundel & Hedberg
1990, inter alia). That is, felicitous use of a pronominal referring expression
requires that the entity to which the pronoun is being used to refer is accessible
for the hearer at the time of the utterance.

We intend to demonstrate that outbound anaphora is sensitive to the same
types of pragmatic constraints as are other types of pronominal reference.
Specifically. we claim that word-internal morphemes may felicitously serve as
antecedents for subsequent anaphora just in case the discourse entity evoked
by the antecedent in question is sufficiently accessible at the time of the ut-
terance. In those cases where the discourse entity evoked by the word-internal
antecedent is not sufficiently accessible, we predict that outbound anaphora
will be infelicitous.'®

In §3.1 we discuss some of the morphosyntactic and semantic factors that
affect the accessibility of discourse entities. and thus the felicity of outbound
anaphora. We show that the infelicity of at least some types of outbound anaph-
ora is derivable from various semantic and syntactic properties of words. given
certain assumptions about the effects those properties have upon discourse
entities introduced by word-internal morphemes. In §3.2 we consider some of
the pragmatic factors that affect the felicity of outbound anaphora. and in §3.3
we argue that the VP anaphor do so. unlike other anaphors, is governed by
morphosyntactic principles and does not participate in outbound anaphora. In

'* An examination of our corpus of naturally-occurring data revez!s that antecedents in word-
internal positions evoke discourse entities of one of three types: a kind (in the sense of Carlson
1977). a mass term. or a specific set of one or more individuals. By far the largest class of examples
in the corpus involves reference to particular individuals that are evoked by proper-name ante-
cedents. Curiously. DiSciullo & Williams (1987:50-51) claim that words are ‘referential islands’
for proper names and that proper names within words are not ‘truly referential’. From this. they
claim. it follows that (for example) the property of admiring Nixon is not an essential property of
a Nixon admirer. Thus. they argue that (i), unlike (ii). is not a contradiction (we include DiSciullo
& Williams® judgments, 1987:51):

(1) John is & Nixon admirer in every sense except that he does not admire Nixon.

(i1) *John admires Nixon in every sense except that he does not admire Nixon.
If one can construe a Nixon admirer as being a person with a reliable set of traits (e.g. is clean-
shaven. always wears three-piece suits. and carmes an attaché case). then (i) might not be construed
as a contradiction. But whether or not Nixon in Nixon udmirer can be used referentially is beside
the point.
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all three of these sections we present psycholinguistic evidence in support of
our claims. Finally, in §3.4 we discuss cases of outbound anaphora whose
antecedents are not morphologically present.

3.1. MORPHOSYNTACTIC AND SEMANTIC FACTORS THAT AFFECT THE FELICITY
OF OUTBOUND ANAPHORA. A key factor in determining the felicity of outbound
anaphora is the semantic transparency of the word containing the antecedent
of the anaphor (cf. Lieber 1984). The containing word must be sufficiently
transparent for the word-internal morpheme to successfully evoke an accessible
discourse entity. Consider the following examples:

(22) a. Although casual cocaine use is down, the number of people using
it routinely has increased. (WCBS 11 O’clock News; December

20, 1990)
b. Patty is a definite Kal Kan cat. Every day she waits for ir. (= 20b)

In 22a, cocaine use is a semantically transparent synthetic compound: the right-
hand member is a deverbal nominal and the lefthand member is readily inter-
pretable as the internal argument of the verb use. Thus, cocaine use means
‘use of cocaine’. To arrive at this interpretation, a hearer must access the
meanings of both cocaine and use, and it is in part this decomposition process,
we claim, that renders the discourse entity cocaine accessible in the context
of 22a. To understand the compound Kal Kan cat in 22b, the hearer must figure
out the intended relation between cats and the substance Kal Kan. In the course
of determining this relation, the hearer must access the referent of the brand
name Kal Kan along with the denotation of the common noun cat. Again. such
semantic decomposition serves to render accessible the relevant discourse
entity.

However, it is well known that morphologically complex words tend to ac-
quire idiosyncratic, institutionalized meanings over the course of time (Aronoff
1976, Bauer 1983). As a result, some morphologicaily complex words have
become semantically opaque in that they can no longer be straightforwardly
interpreted on the basis of their component parts. As the following examples
illustrate, semantic opacity generally inhibits outbound anaphora.

(23) a.  Fritz is a cowboy. #He says they can be difficult to look after.
b. Roberta is an ordained Lutheran minister. #She's currently
studying the early years of his life.
c. #lronically, Paula had a Caesarean while writing a book on Ais
rise 1o power in early Rome.
d. Dom'’s clothes are absolutely elephantine. #Indeed you could
almost lose one in them.
Consider first the compound cowboy in 23a, a word that has become institu-
tionalized. Because of institutionalization a hearer may access the meaning of
the compound directly, i.e. without morphologically decomposing it. Thus cow,
despite its morphological presence, would not generally evoke an accessible
discourse entity when cowboy is uttered. The examples of derivational affix-
ation in 23b-d illustrate the same point: elements within semantically opaque
or institutionalized constructions do not evoke accessible discourse entities,
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and thus do not generally permit felicitous outbound anaphora. In 23b. for
instance, Lutheran is clearly related to Luther morphologically. yet it is to
some extent only accidental that the former means ‘the branch of Protestantism
adhering to the views of Martin Luther’. Of course, the distinction between
transparent words and opaque or institutionalized words is gradient rather than
categorical. We would therefore expect word-internal morphemes to evoke
discourse entities with a greater or lesser degree of accessibility depending.
inter alia, upon the relative transparency of the containing word.

While semantically transparent compounds do allow felicitous outbound
anaphora, it is also true that anaphora involving antecedents within compounds
is, other things being equal, more difficult to construe than anaphora involving
non-word-internal antecedents. One explanation for this difference may lie in
the semantic difference between modifiers and predicates. First. we assume
that compounds are modifier-head constructions (see, for instance, Levi 1978).
That is, in the compound Kal Kan cat, Kal Kan can be said to modify cat in
much the same way as the adjective hostilc modifies aunt in the adjective-noun
sequence hostile aunt. Let us further assume, following Wilson & Sperber 1979,
that adjectives functioning as modifiers (in prenominal position. for example)
are more backgrounded. i.e. less salient, than adjectives functioning as predi-
cates. Given these assumptions, we can account for the infelicity of many
instances of outbound anaphora involving compounding with the following hy-
pothesis: discourse entities evoked by modifiers are, ceteris paribus, less ac-
cessible than entities evoked by predicates.

In fact. this hypothesized difference between modifiers and predicates has
some empirical support. In an experiment reported fully in McKoon et al. 1990,
it is shown that adjectives functioning as modifiers are generally less salient
than the same adjectives functioning as predicates. Consider the sentences in
24, from McKoon et al. 1990:

(24) John doesn’t like to visit his relatives very much.

a. His intolerable aunt is hostile.
b. His hostile aunt is intolerable.

He never has a very good time.

McKoon et al. (see also Rothkopf et al. 1988) found that adjectives were more
available when presented in a later memory test if they had appeared in the
text as predicates (e.g. hostile in 24a) than if they had appeared as (prenominal)
modifiers (e.g. hostile in 24b). This finding suggests that. other things being
equal. modifiers are generally less salient than predicates. In this way. we can
account for the relative infelicity of outbound anaphora involving anaphors
whose antecedents are functioning as compound-internal modifiers.

3.2. PRAGMATIC FACTORS THAT AFFECT THE FELICITY OF OUTBOUND ANAPHORA.
In this section we discuss some pragmatic factors that affect the accessibility
of discourse entities, and hence affect the felicity of outbound anaphora. We
also review a series of psycholinguistic studies that provide empirical support
for our analysis. -

The accessibility of discour:e entities is sensitive to a number of pragmatic
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factors. In particular, a discourse entity seems to be more accessible (and
subsequent outbound anaphora more felicitous) when the entity stands in sa-
lient opposition to some other discourse entity (see Watt 1975). Examples of
such contrast are provided in 25:

(25) a. Well, action is still needed. If we're to finish the job. Reagan's
Regiments will have to become the Bus# Brigades. Soon he'll
be the chief, and he’ll need you every bit as much as 1 did. (=
20f)

b. For a syntax slot I'd rather see someone with more extensive
coursework in ir. (= 20a)
c. CIiff Barnes: Well, to what do I owe this pleasure?
Ms. Cryder: Actually, this is a susivess call, and 1'd like to get
riht down to ir. (‘Dallas’; 1987)

In 25a then-President Reagan is contrasting his regiments with soon-to-be in-
augurated President Bush’s brigades. As a result of this contrast. we claim,
the discourse entity corresponding to Bush, being in salient opposition to the
discourse entity evoked by Reagan. is rendered more accessible. Similarly, in
25b the speaker is contrasting syntax with other subdisciplines of linguistics.,
and in 25¢ the second interlocutor contrasts business with pleasure. As is the
case with contrast in general. contrast in these examples is realized intona-
tioaally with a pitch accent on the word or morpheme that evokes the discourse
entity being contrasted (cf. Watt’s 1975 claim—discussed in §2.2—that accent
can ‘expose’ a word-internal antecedent).

Related to the notion of contrast is the notion of discourse topic (Chafe 1976
and Reinhart 1981, inter alia). We have observed that topical discourse entities
evoked by word-internal elements facilitate outbound anaphora more than non-
topical discourse entities do. Consider the following token. from a story about
violence in Detroit:

(26) In the distance, we heard the sound of an ambulance siren. Within a
minute or so it arrived and stretcher bearers took the boy away.
(= 20

Here the pronoun ir can felicitously be used to refer to a specific ambulance,
which was evoked by a word-internal morpheme in the previous sentence. One
of the topics of the magazine article in question was the dramatic increase of
crime-related injuries in Detroit. We maintain that, in this context. ambulances
are relatively topical. and this topicality renders the example in 26 felicitous.
To investigate the effects of contrast and topicality on outbound anaphora.
a séries of psycholinguistic experiments was recently conducted (McKoon et
al. 1990). It was hypothesized that these pragmatic factors would serve to
increase the accessibility of discourse entities evoked by word-internal ele-
ments, and thus facilitate outbound anaphora. Below we present an overview
of the experiments, beginning with a discussion of how accessibility was ma-

nipulated and how ease of comprehension was measured.
Accessibility was manipulated in two ways: syntactically, by varying mor-
phosyntactic structure, and pragmatically, by varying topicality and contrast.
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In the first experiment, a set of 24 texts was used, each with four versions; an
example is provided in Table 1. The last sentence of each version of each text
contained a pronominal anaphor. In two of the four versions, the antecedent
of this anaphor appeared in a nominal compound in the penultimate sentence,
and in the other two versions the antecedent appeared in a verb phrase. It was
hypothesized that discourse entities evoked by compound-internal antecedents
would be less accessible than entities evoked by antecedents not contained in
compounds, and that this difference could be attributed to the fact that the
antecedent in the NP versions appeared as a modifier within the compound
(see above, §3.1). Therefore, it was predicted that comprehension of the an-
aphor in the final sentence would be facilitated in the VP versions relative to
the NP versions. In Table 1. for example. comprehension of the pronoun they
in the final sentence was predicted to be facilitated when its antecedent deer
appeared as a verbal argument (hunting deer) relative to when it appeared as
a compound-internal modifier (deer hunting).

Compound/Non-Topical

Sz~ has many interests in the outdoors. He's an avid
siier, and each winter he takes about a month off from
work to ski in Colorado. in the summertime, he visits his
parents in Montana, whers he has a chance 10 do some
mountain climbing. Lately, he's taken up deer hunting.

And he thinks that they are really exciting o track.

Compound/Topical

Sam likes the outdoor life. Having grown up in rural
Kentucky, he knows a iot about nature is an expert at
fishing and shooting. He goes on hunting trips as often as
he can. He used to hunt just small game, like rabbit and
Quail. However, lately he's taken up deer hunting.

And he thinks that they are really exciting to track.

Verbal complement/Non-Topica!

Sam has many interests in the ouldoors. He's an avid
skier, and each winter he takes about & month off from
work to ski in Colorado. in the summertime, he visits his
parents in Montana, where he has a chance to do some
mountain climbing. Lately, he's taken up hunting deer.

And he thinks that they are really exciting to track.

Verba! complement/Topical

Sam likes the outdoor life. Having grown up in rural
Kentucky, he knows & iot about nature is an expert at
fishing and shooting. He goes on hunting trips &s ofien as
he can. He usad to hunt just small game, iike rabbit and
Quail. However, lately he's taken up hunting deer.

And he thinks that they are really exciting 10 track.
TasLe §. Examples of texts with pronominal anaphors.

In addition to varying morphosyntactic structure, McKoon et al. also varied
the accessibility of the referent of the antecedent in the final sentence by ma-
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nipulating the contrast between the referent and other discourse entities, as
well as the relation between the referent and the overall topic of the text. The
texts in which the referent of the intended antecedent was designed to be topical
and/or contrastive were labeled ‘topical’ versions. In the topical versions of
the texts in Table 1, for example. the discourse is largely about fishing and
hunting, and includes mention of particular animals that have been hunted: in
this context, deer are relatively topical. In the nontopical versions, the dis-
course is about the outdoors in general with no mention of animals, and thus
deer in particular are less topical. Under our view of discourse comprehension,
we predicted that the topical versions would render the referent more accessible
than the nontopical versions, and that this increased accessibility would facil-
itate comprehension of the pronoun in the final sentence.

Measuring the difficulty of comprehension for the pronoun requires a model
of the comprehension processes involved (see, for instance. van Dijk & Kintsch
1983 and McKoon & Ratcliff 1989). For the purposes of this discussion, we
describe only the most minimal model, sufficient to allow interpretation of our
experimental results (cf. Greene et al. 1990 and Ratcliff & McKoon 1988). The
first assumption of the model is that comprehension of a pronoun begins with
a process that matches the grammatical features of the pronoun (i.e.. in English.
gender, number, and person) against the corresponding features of all the en-
tities that have been recently evoked in the discourse model. Discourse entities
will vary in the degree to which they match the features of a pronoun. depending
upon the accessibility of the entities in question as well as the extent to which
the semantic features of the entities correspond to the features of the anaphor.
This matching process can have one of several results. If the discourse is not
well constructed, there may be no entity that matches to a sufficient degree
for the pronoun to be interpreted as referring to that entity. In this situation.
other kinds of processing might be initiated. perhaps involving a conscious (as
opposed to an automatic) search for the referent, or else the attempt at com-
prehension could be abandoned altogether, leaving the pronoun without an
interpretation. Another possible resuit of the matching process would be for
several candidate entities to match to a high degree, requiring additional con-
textual information or further processing to decide among them. Finally, if one
entity matches the pronoun better than all others, this entity can be interpreted
as the intended referent, with the information about the referent being combined
with information about the pronoun. All other things being equal. more ac-
cessible discourse entities will be matched to a greater degree and more quickly
than less accessible ones.

This mode! can be applied in a straightforward way to the pronouns in the
final sentences of the texts used in the experiments. We assume that the gram-
matical features of the pronoun in a final sentence are matched against (the
features of) all of the entities in the text. The most recently evoked entities
will all match to some degree; however, the texts in the experiment were con-
st.ucted in such a way as to rule out, by means of feature mismatches or
seraantic implausibility, all referents except the intended one. It is the acces-
sibility of this referent that will presumably determine the speed and outcome
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of the matching process. The more accessible the referent, the more likely it
is that there will be a successful interpretation of the pronoun, and the more
quickly this outcome can be achieved.

Given such a model, the experiments reported in McKoon et al. 1990 were
designed to measure whether the pronouns in the final sentences were under-
stood as referring to the intended discourse entity, and, if they were so under-
stood, whether the speed of understanding was affected by the relative
accessibility of that referent. The texts in the experiments were presented to
subjects on a CRT screen. A subject initiated each text by pressing the space
bar on the keyboard. This caused the first line of the text to be displayed. When
the subject finished reading this line, another press of the space bar brought
up the next line of the text, and so on until the final line of the text appeared.
When the subject pressed the space bar after the final line of the text, a single
test word was displayed on the screen. Subjects were instructed to respond
‘yes' or ‘'no’ (by pressing keys on the keyboard) according to whether the test
word had or had not appeared in the text that had just been presented. For the
24 texts exemplified in Table 1, the test word was always the (intended) an-
tecedent of the pronoun in the final sentence (e.g. deer). and the correct re-
sponse 10 this test word was ‘yes’. Test words for which the correct response
was ‘'no’ were presented after the final lines of filler texts.

This procedure provided two measures, as shown in Table 2. The first mea-
sure is the reading time for the final sentence containing the pronoun. and the
second is the response time for the test word. The response times for the test
words can be used to decide whether the pronouns were equally well under-
stood across the four conditions. Assuming that the successful interpretation
of a pronoun leaves its referent highly accessible, decisions on the test word
{which corresponds to the referent) should be relatively fast and accurate. So.
if the pronouns are equally well understood in all conditions. then response
times to the test word should be equally fast and accurate in all conditions,
exactly as shown in the results in Table 2: there are no significant differences
among the response times, and accuracy rates are all above 95%. Given equal
comprehension of pronouns across conditions, any differences in reading times

TEXT VERSION READING TIMES RESPONSE TIMES
COMPOUND/NONTOPICAL:
... Lately, he's 1aken up deer hunting. 2117ms 907ms
And he thinks that they are really exciting 10 track.
COMPOUND/TOPICAL:
... However, lately he's taken up deer hunting. 1785ms 870ms

And he thinks that they are really exciting to track.
VERBAL COMPLEMENT/NONTOPICAL:
... Lately, he’s taken up hunting deer. 1868ms 893ms
And he thinks that they are really exciting 10 track.
VERBAL COMPLEMENT/TOPICAL:
... However. lately he's taken up hunting deer. 1738ms 886ms
And he thinks that they are really exciting to track.
Tanie 2. Results for texts with pronominal anaphors.
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for the final sentences can therefore be attributed to differences in difficulty
of comprehension. McKoon et al. predicted (a) that comprehension would be
relatively more difficult for the nontopical versions than for the topical versions,
and (b) that comprehension would be relatively more difficult for the compound
versions than for the VP versions. The data confirmed these predictions. For
antecedents in both compound and noncompound structures. reading times
were significantly slower with the nontopical versions, showing a clear prag-
matic effect of topicality and contrast on both outbound and nonoutbound
anaphora. Also, for the nontopical versions, reading times were significantly
slower when the antecedents had appeared in nominal compounds than in ver-
bal complements. However, for the topical versions, there was no significant
effect of morphosyntactic structure on reading times. (Both the main effect of
topicality and the main effect of morphosyntactic structure, as well as the
interaction of the two, were significant by analyses of variance.) Apparently,
for these versions, the accessibility of the referent was already sufficiently high
that it could not be significantly increased by having the antecedent in a verbal
complement.

These results support our pragmatic account of outbound anaphora in three
ways. First, there is a significant effect of whether the intended antecedent is
word-internal or not: in the absence of topicality. reading times were slower
for the compound versions than for the VP versions. This observation is con-
sistent with the results of the experiments described in §3.1, which showed
that adjectival modifiers are generally less accessible than predicate adjectives.
Given that compounds are also instances of modifier-head constructions. we
are in a position to provide a unified account of both sets of data. All other
things being equal, modifiers—of any grammatical category—are less acces-
sible than predicates and complements. Second, the topical versions facilitated
comprehension of the anaphor; indeed. in the topical versions there was no
significant difference in comprehension between the compound version and the
VP version, suggesting that topicality and contrast might in effect make ac-
cessibifity high enough to be impervious to the effects of morphosyntactic struc-
ture. Third, both syntactic versions were affected by manipulations of topicality
and contrast, suggesting that outbound anaphora is sensitive to the same types
of pragmatic factors as anaphora in general.

Our interpretation of the results from this first experiment depends crucially
on the assumption that the lack of differences in response times to a test word
across conditions indicates a lack of differences in levels of comprehension for
the pronoun across conditions. That is, we assume that the referent of the
pronoun was correctly identified in all conditions. In several follow-up exper-
iments (also reported in McKoon et al. 1990), this assumption was tested. For

_ these experiments a new final sentence was written for each text, in which the

pronoun was replaced by a nominal that had not previously appeared in the
text. For example, the new final sentence for the text in Table | was And he
thinks bears are really exciting to track (cf. And he thinks they are really
exciting to track). With the new nominal, there is no pronominal reference to
deer in the final sentence. and therefore there should be no facilitation of re-

-——




PRAGMATIC ANALYSIS OF ANAPHORIC ISLANDS 46]

sponse times to deer when it appears as a test word. That is, response times
to the text word should be facilitated when the final sentence contains the
pronoun, relative to when the sentence contains a new nominal, if the referent
of the pronoun was actually identified during reading. This pattern, of course,
should only obtain for the original test word (e.g. deer). With some other test
word from the text (e.g. trips), response times should not be affected by the
substitution of a new nominal for the original pronoun. The results of these
follow-up experiments fully supported these predictions. thereby justifying the
assumption that the test-word response times in the original results (Table 2)
do indicate that the pronouns in question were understood across conditions,
and that, consequently, reading times did in fact reflect comprehension diffi-
culty.

In this section, we have argued that outbound anaphora is a fully grammatical
anaphoric process of English whose felicity—like that of all grammatical phe-
nomena—is determined by discourse context. Outbound anaphora thus con-
trasts sharply with inbound anaphora, which has been shown to be categorically
ungrammatical. In the next section we discuss another grammatical restriction
on anaphora in English.

3.3. OUTBOUND ANAPHORA INVOLVING DO S0 AND po IT. In distinguishing be-
tween 'deep’ and "surface’ anaphora, Sag & Hankamer 1984 argued that surface
anaphors are ‘syntactically controlled’ in that they require an explicit linguistic
antecedent, while deep anaphors, being ‘pragmatically controlled’, do not."”
Consider, for example, the contrast in 27 between the surface anaphor do so
and the deep anaphor do it (examples from Sproat & Ward 1987:331):

(27) a. A: I'm going to lift this 500 Ib. barbell.
B: With your back. do you think you should {do it, do so}?
b. [A bends down to lift a 500 Ib. barbell}
B: With your back, do you think you should {do it, *do so}?

From these examples, we see that the explicit occurrence of a (VP) antecedent
is required for felicitous use of do so. No such morphosyntactic restriction
applies to the deep anaphor do it; indeed, there need be no explicit antecedent
at all.

Sproat & Ward 1987 noted that. contra Postal, reference to an action evoked
by a verb contained within a nominal is felicitous with the anaphor do it, but
not with do so.'® Consider first the following examples of felicitous do it anaph-
ora:

(28) a. Mary is a heavy smoker—even though her doctor keeps teliing
her not to do it.

"7 The terms ‘deep’ and ‘surface’ anaphora—first introduced in Hankamer & Sag 1976—are
replaced in Sag & Hankamer 1984 by the (more accurate) terms ‘model-interpretive anaphora’ and
*ellipsis’, respectively. However, the original terms are still the ones generally used in the literature
to describe the distinction between the two types of anaphoric processes. even by Sag & Hankamer
themselves in 1984,

* We assume. following Webber 1979, that verb phrases that denote actions or events can evoke
discourse entities.
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b. In response to his wife's strenuous objections. Bill isn't much of
a sportscar racer any more, but he still manages to do it every
once in a while.

The surface anaphor do so. which requires an explicit VP antecedent. does not
pattern in the same way: the examples of do so anaphora in 29, corresponding
to the examples of do it in 28 above, are much worse:

(29) a. *Mary is a heavy smoker—even though her doctor keeps telling
her not to do so.
b. *In response to his wife’s strenuous objections. Bill isn’t much of
a sportscar racer any more, but he still manages to do so every
once in a while.
Note that the corresponding examples of do so anaphora with full-VP ante-
<=dents are fully acceptable, as illustrated in 30:

(30) a. Mary smokes heavily—even though her doctor keeps telling her
not to do so.

b. In response to his wife's strenuous objections. Bill doesn't race
sportscars very much any more, but he still manages to do so
every once in a while.

Unlike other anaphors. then, do so is highly constrained in terms of the mor-
phosyntactic form of possible antecedents (Hankamer & Sag 1976, Sag & Han-
kamer 1984). Assuming that this constraint is a grammatical one, and given
our working assumption that truly ungrammatical violations cannot be salvaged
by pragmatic factors, it follows that no discourse context will render do so
anaphora felicitous with non-VP antecedents. The examples in 29 illustrate the
categorical unacceptability of such anaphora.

This distinction between surface and deep anaphora makes a number of em-
pirically testable predictions. If we assume, following Sag & Hankamer 1984,
that deep VP anaphors such as do it are understood with respact ‘o a dicccurse
model, then their interpretation should be sensitive to pragmatic factors. pre-
sumably the same kinds of pragmatic factors to which pronomial outbound
anaphora was found to be sensitive. Furthermore, under this assumption deep
VP anaphors should be sensitive to morphosyntactic factors only to the extent
that these factors indirectly affect the accessibility of the referent event in the
discourse model.'® By contrast. a surface VP anaphor such as do so. being
sensitive to the linguistic representation of its antecedent, should be more sen-
sitive to morphosyntactic factors than to pragmatic ones.

These hypotheses were also tested in the series of psycholinguistic experi-
ments described above (McKoon et al. 1990). The same experimental design
used to investigate pronominal anaphora was used to investigate surface versus
deep anaphora, first with the deep anaphor do it used in place of the pronominal
anaphor (see Table 3). The accessibility of the referent event for the VP anaphor

'* Murphy 1985 and Tanenhaus & Carison 1990 have shown that syntactic paralielism between
a deep VP anaphor and its antecedent does appear to affect comprehension difficulty for the an-
aphor. However, with the materials used in their experiments, parallelism probably affected the
discourse-level representation of the antecedent event.
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Deep anaphor (do i)

Nominalized antecedent/Non-Topical

Jos does not have & very good sense of reality.
Last yea’. he toid everybody that he was going

o §O 1 iaw 8Chool. He 1=~ ¢ |nhc1 he'll
$2Cn be Oropping out 0f Colk »: Net, he said
he was dating a Ue MoOe e wasn't Now, he
camstodbe s baskeba: payer.

But. in tact, he's never done it.
Nominalized antecedent/Toplcal

Joe is penerally consicersd 1o be the best
uhanoannghSd\oollenw He
swims, he's the star pitcher of the basebal!
9am; and he is a de ond on the varsity

fooball team. Andmeohus‘s'
naturally assume Mho'ummyu.
8ut, in fact, he's never done it

VP antscedent/Non-Topical

Joe does not have a very good sense of reality.
Last year, hotoldmrybodymmmoomq

0 gO 10 law school. He isn't. in fact, he'll
toonb.droppm%om of ol . Next, he said

he was dating a . He wasni, Now, he
claims to piay bukolball well.

But, in fact, he's never done it

VP antecedent/Topical

Jos is generally considersd to be the best
athiete Central High School has ever had. He
swims. he's the star of the basebalt
tsam; and he is a de ond on the varsity
footbalt team. Andmeohusrpoopb
naturaily assume that he plays basketbal

But, in fact, he's never done it.

But, in fact, he's never done 80.
Nominalized antecedent/Topical

Mhmww&nummt
c.wmns::noomummm
swims; he's of the baseball
lnd ludo ive @nd on the varsity

bobahumAnuunenhnSS’poopb

naturally assume that he's & basiatball piayer.

But, in fact, he's never gone $0.

VP antecedent/Non-Topical

JO® dost not have a very good sense of reality.
Last year, he toid everybody that he was going
10 g0 to law 8chool. He isn't. In fact, he'l
.oonboaownvlwtofcol . Next, he said
he was dating a Vogue m mmn'LNow.ho
claimg 10 play basketball well.

But. in fact, he's never done 0.

VP antecedent/Topical

mhmmnunm
athiete Central High School has ever had. He
owims; he's the star of the baseball
fsam.andhe is a ive end on the varsity
footbal wam. Andunc-nﬂos‘ pecpie
naturally assume that he plays basketdall.

But, In fact, he's never done 0.

Tasre 3. Examples of texts with VP anaphors.

was manipulated in the same way that accessibility was manipulated for the
referent of the pronoun. Topicality was varied by manipulating either the con-
trast between the referent event and other discourse events or the relation
between the referent event and the overall topic of the text. As in the other
experiments, the topical contexts were predicted to make the referent event
more accessible than the nontopical contexts, thus facilitating comprehension
of the deep anaphor in the final sentence. Morphosyntactic structure was varied
as before, with the antecedent occurring either within a nominalization or as
a verb phrase. There was no reason to believe that these two structures differed
with respect to the accessibility they contributed to the relevant event in the
discourse model: therefore, the two structures were predicted not to differ-
entially affect comprehension of a deep anaphor specifying that event.

Both predictions for do it were supported by the data. In the topical versions
reading times for the final sentences averaged 1504 ms. while in the nontopical
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versions they averaged 1552 ms (a significant difference by analyses of variance
that did not interact with morphosyntactic structure); this shows the predicted
effect of pragmatic factors on deep anaphora. However, the morphosyntactic
structure of the antecedent did not significantly affect reading times of the final
sentences (1532 ms for the nominalization vs. 1524 ms for the verb phrase).
Apparently, the two structures did not differentially affect the accessibility of
the referent event,

McKoon et al. 1990 established that there were no significant differences in
comprehension of the anaphors across experimental conditions in the same
way as in the experiment described in §3.2. using test words taken from the
antecedent of the VP anaphor (e.g. basketball in Table 3). As expected. re-
sponse times for these test words did not differ significantly across conditions.

Next, the surface anaphor do so was tested by replacing the do it anaphors
in the previous experiment with do so anaphors. If it is true that surface an-
aphors are understood with direct reference to a linguistic representation, and
only indirectly with reference to events in the discourse model, then replacing
do it with do so should alter the effects of the pragmatic and morphosyntactic
variables that were obtained in the earlier experiment. Whereas comprehension
of the do ir anaphor was affected by the topicality of the referent event in the
discourse model more than by the morphosyntactic form of its antecedent,
comprehension of do so should be affected more by linguistic form than by
topicality. Again, the results were as predicted: when the antecedent for do so
was contained within a nominalization. reading times for the final sentences
averaged 1740 ms: when the antecedent for do so was a verb phrase, reading
times averaged 1601 ms. demonstrating a significant effect of morphosyntactic
structure (by analyses of variance) that did not interact with topicality. Reading
times in the topical versus nontopical versions did not differ significantly (1686
ms vs. 1654 ms, respectively), indicating that topicality had no effect on com-
prehension of the surface anaphor. Overall, reading times for the do so sen-
tences were slower than for the do ir sentences, but the absence of significant
differences in response times to test words selected from the antecedent in-
dicated that there were no significant differences in comprehension of the an-
aphors across experimental conditions.

This psycholinguistic evidence supports our claim that outbound anaphora
involving the pro-VP do so is not rendered more felicitous by the same prag-
matic factors that facilitate other types of outbound anaphora. This result is
predicted from the existence of a GRAMMATICAL restriction on the antecedent
of do so and further supports our general contention that true morphosyntactic
violations cannot be amnestied by pragmatic factors.

3.4. OUTBOUND ANAPHORA WITHOUT MORPHOLOGICAL CONTAINMENT. Up to
now, we have deait primarily with outbound anaphora involving antecedents
that are morphologically contained within words. In this final section we would
like to consider cases in which the antecedent of the pronominal anaphor is
not morphologically contained in. or in some cases even morphologically re-
lated to, the words that introduce them. Consider the examples in 31:
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(31) a. 'l heard someone say,’ he began, ‘that you are a New Zealander.
1 was out rhere as a small boy.” (Ngaio Marsh, Night at the
Vulcan (1951:207). New York: Jove)

Jean is a Frenchman, though he hasn’t lived there for many years.
This is the fourteenth time in as many weeks.
This is the second time in as many weeks. (= 10)
Mary is a physicist: she says ir’s an exciting field.
Bill is a linguist: he says it's an exciting field.
These data suggest that in some cases of outbound anaphora the morphological
relationship between the word containing the antecedent and the antecedent
itself need not be regular or even apparent. So, while New Zealand is clearly
morphologically contained within New Zealander. the same cannot be said of
the pair France and Frenchman. And while fourteenth is presumably derived
from fourteen by suffixation of -th, there is no morphophonological relationship
between the forms rwo and second. Finally, although physicist may be mor-
phologically derived from physics, the relationship betwcen linguistics and lin-
guist. from a surface morphological point of view, appears 1o go in the opposite
direction.

What the examples in 31 have in common is the fact that the link between
the containing word and the intended antecedent is in each case an example
of a well-instantiated LExicAL relationship. Specifically, the pairs New Zea-
land/New Zealander and France/Frenchman are examples of the relationship
between names of countries and names for inhabitants of 1those countries. This
relationship is well instantiated in that it is quite generally the case that there
is a term of provenance—usually unique within a given register—associated
with each country name. Although there are subregularities, this relationship
is by no means generally expressed in a morphologically regular fashion. as
seen in 32:

-0 ono

(32) CountrY PROVENANCE TERM
France Frenchman
New Zealand New Zealander
Canada Canadian
Brazil Brazilian
America American
Spain Spaniard
Thailand Thai
Denmark Dane

However, the semanTIC relationship expressed by these examples is entirely
regular and predictable: all of the nouns in the righthand column refer to a
person living in or originating from the corresponding country in the lefthand
column. Similarly, the pairs fourteen/fourteenth and two/second (31c-d) are
particular instances of the well-instantiated—indeed, completely productive—
relationship between a cardinal number and its associated ordinal. Again, the
morphology is irregular for some of the more common cases (first, second,
third, fifth, twelfth), but the semantics is entirely regular. And finally, physics/
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physicist and linguistics/linguist (31e-f) are examples of the relationship be-
tween a field and a practitioner in that field.

To account for such cases, we would like to suggest that outbound anaphora
is sensitive to the productivity (and semantic predictability) of the relationship
between an anaphor’s antecedent and the lexical item containing that ante-
cedent. That is, Frenchman can evoke France in 31b precisely because the
relationship between Frenchmen and the country France is sufficiently trans-
parent due to the well-instantiated relationstip of which the pair France/
Frenchman is an instance.?® Similarly, seconc can evoke the number two in
31c because of the well-instantiated and semantically transparent relationship
between cardinal numbers and their associated ordinals.?' Felicitous outbound
anaphora, then, does not appear to require a morphological relationship in the
strictest sense; a sufficiently clear and well-instantiated lexical relationship will
suffice.

The lexical relationships exemplified in 31 are reminiscent of traditional in-
flectional paradigms (see. for instance, Matthews 1974:156). In both cases.
there is a sense in which a word filis a particular ‘slot’ in a paradigm that
expresses some relationship between word forms.?? In the case of the English
past-tense paradigms, for example. compiled fills the past-iense slot of compile.
Irregular forms are full-fledged members of the paradigm; the suppletive form
went is as much the past-tense form of go as compiled is of compile. In a similar
vein, Frenchman could be said to fill the provenance slot in a paradigm relating
it to the place term France (as in the set of paradigms in 32 above); despite
the irregular morphology, it is no less a provenance term than the regular form
New Zealander. Although the notion of paradigm has traditionally been used
in the description of inflectional morphology. there is no a priori reason for
that restriction; the lexical -=lationship expressed in the examples in 32 is quite
similar to the relationship among inflectional verb forms.

However, not all instances of outbound anaphora are best analyzed in terms

2 A similar well-instantiated relationship seems to hold between a place and the language spoken
there. Consider the naturally-occurring token in (i):

(i) 1 had French for eight years and 1've never been shere. (Prospective apartment renter in
conversation: April 12, 1987)

2 wart 1975 also discusses .he possibility ¢f felicitous outbound anaphora with cases like wo
and second. but offers a very different analysis (see 92.2 above). Watt argues that. when a *hidden
antecedent [is] so circumscribed as perforce to be one particular word'. then outbound anaphora
is possible. In the case of ‘the second blow for freedom in as many weeks™ (1975:111), Watt argues
that the ‘number anaphor’ as muny requires a numerical antecedent, and since the ‘set of possibie
antecedents is so circumscribed that it has only the one member. “two'" itself (1975:112)", outbound
anaphora is possible. indeed ‘forced’. However. the explanation appears not to be that as many
forces any particular antecedent (although it certainly does do that), but that second is so trans-
parent. In our terms, second is transparently related to the cardinal number two. and therefore its
use will serve to render it sutficiently accessible for subsequent reference.

2 Whiie paradigm slots are usually filied by a unique word form. some slots are occasionally
filled by more than one form. e.g. the English plural forms cacti and cactuses. However, as Aronoff
(1976) and others have noted. there is a strong tendency for the existence of a filled slot to *block’
additional forms.

* cmam.
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of the paradigmatic lexical relationships exemplified in 31. In 22b, for example,
it seems specious to analyze Kal Kan cat as filling a slot in a paradigm that
relates things to cats liking those things; there is no well-instantiated
‘cat_which__likes_x’ paradigm in the English lexicon. Instead, as is the case
with most of the examples discussed in this paper, outbound anaphora is fe-
licitous in 22b because the discourse entity Kal Kan is sufficiently accessible
to permit subsequent anaphoric reference to it, due in part to the morphological
presence of the brand name Kal Kan. Thus, we suggest that there are in fact
two sources for the contained antecedent in examples like 31a: one is the para-
digmatic relationship that the containing-word/contained-word pair instan-
tiates, and the other is the actual morphological presence of the contained word;
New Zealander both morphologically contains New Zealand and is paradig-
matically related to it qua provenance term.

Given this analysis, outbound anaphora is predicted to be generally infeli-
citous when there exists neither a morphological relationship between an an-
aphor’s antecedent and the lexical item containing that antecedent, nor a
paradigmatic lexical relationship of the kind exemplified in 31. This prediction
appears to be borne out by the data. Consider again Postal’s classic orphan
example in 33.

(33) #Max is an orphan and he deeply misses them. (cf. 2a)

First, it is clear that orphan and parents are not morphologically related. Sec-
ond, although the words orphan and parent might be formally related, given
certain assumptions about the lexicon, it is clear that they do not form part of
a well-instantiated lexical relationship. So, while one can find (or construct)
an appropriate provenance term for a given country or city term, there is no
general pattern such that for some term x, there is a word meaning ‘person
whose x has died’; only a few such pairs exist in English, namely orphan/
parent, widow/husband, and widower/wife. It is this lack of morphological or
paradigmatic lexical refationship, we claim, that renders 33 infelicitous.

However, in a more suitable context, even anaphora paralleling that in 33
is possible*

(34) ‘That depends on whose mother she is,” Fitz told him. ‘Mine has
brown hair—hardly a bit of grey in it. Your mother’s hair probably
turned white in a night long ago.’

‘I haven't got a mother,” said Johnny pathetically, staring at his ham
sandwich. ‘I'm an orphan.’

‘Why, that's terrible, Johnny, when did it happen? You never told
me you were an orphan.’ Fitz was deeply concerned.

‘I’'m getting sort of used to it. They died when I was three.’ (Elswyth
Thane, Ever after (1945:155). New York: Hawthorn Books; noted
by Beth Levin)

Here, in 8 context in which the existence of one’s parents is under discussion
(without an explicit mention of parents), subsequent pronominal anaphora is

possible despite the absence of any morphological or lexical relationship.
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CONCLUSION

4. Previous accounts of outbound anaphora have attempted to rule it out by
means of various morphological and syntactic principles. Instead. we have
argued that outbound anaphora is fully grammatical and that, fike anaphora in
general, its felicity is a function of the accessibility of the discourse entity to
which the anaphor in question is used to refer. We have identified a number
of morphosyntactic, semantic, and pragmatic factors that increase the acces-
sibility of discourse entities—and therefore the felicity of outbound anaphora.
Our analysis is supported by a series of psycholinguistic studies which show
that topicality and contrast facilitate comprehension of word-internal anaphors.

APPENDIX

Below are some naturally-occurring tokens of outbound anaphora classified according to the
type of discourse entity evoked. Specifically, we have classified the examples according to whether
the word-internal antecedent:

¢ is a proper name or common noun which evokes a specific referent in the discourse co-
rresponding to that name or noun:

® is a common noun and evokes an individual corresponding to a kind in the discourse:
® is a common noun and evokes an individual corresponding to a mass in the discourse.
On the italicization conventions for indicating coreference. see note |.

1. SPECIFIC REFERENTS:

1. RS: Well. she got an LSA paper out of it.
JH: Yes. she was there.
(Julia Hirschberg and Richard Sproat in conversation: January 30. 1987)
2. A: It has something to do with Swez prices.
B: Did it mean anything to you?
A: | dunno. His father was a general rhere.
(‘Still Crazy Like a Fox': April 5. 1987)

3. 1 had French for eight years and |'ve never been rhiere.
(Prospective apartment renter in conversation: April 12. 1987)
4. GW: Excuse me. sir. but what's the rray situation?
CW: I'll bring them right out.
(Gregory Ward and cafeteria worker. Ida Noyes Hall. University of Chicago: April 23.
1987)

5. A 508-page manuscript of nine Mozart symphonies written in his own hand in Salzburg
in the 1770’s. before the composer’s 20th birthday. was auctioned yesterday by So-
theby's in London for $4.34 million. (New York Times article, ‘Record Price for Mozart
Manuscript': May 23. 1987)

6. There's a bulance sheet concern—we've never had to read it before. (Arno Penzias:
September 29. 1987)

7. Thanks for the Philly dirt—1I have never been rhere but if | ever do [sic] I'll let you know.
{Message on electronic bulletin board: 1988)

8. Our postscript printer room had some water problems (under the floor) this weekend. They
should be back up by 10:00am [sic] ... (Don Bock in email: 1987)

9. There's a Thurber story about his maid ... (Michael Riley in conversation: September 7.
1988)

10. 1 didn’t know you had a Joan Miller-fan. Was this her office? (Michael Riley in conver-
sation: September 12, 1988)
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13.

14,

15.

16.

17.

19.

20.
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22.

23.

24.

25.

26.

27.

28.

29
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We went up to Consiable country; we stayed in the village /e was born in. (Kenneth
Sproat i1n conversation: October 11, 1988)

You couldn't find a stronger Dukakis-supporter. The only way | wouldn’t vote for hins ...
(Michae! Riley in conversation: October 18, 1988)

... that Mario Biaggi could not survive a long juil-sentence: that he would die there. (WINS:
November, 1988)

RS: You don't know Chinese. |1 assume?

PCS: I've been rhere. but | don't speak it.
(Richard Sproat in conversation with prospective MIT Coop student)

Bush supporters would stay home. figuring he'd already won. (Julia Hirschberg in con-
versation. November 9. 1988)

1 refer you to the Schachier paper: he's very proud of it ... (Mark Baker in response to
8 question at NELS: November 12, 1988)

A cheer went up at Muironey headquarters in his hometown of Baie-Comeau. Quebec.
when the CBC made its first projection. (Associated Press Newswire: November 21.
1988)

1 was an JRS-agent for about 24 years ... | stopped working for them ... (Radio ad for
AARP heard December 31, 1988)

Well. action is stifl needed. If we're to finish the job. Reagan’s Regiments will have to
become the Bush Brigades. Soon he'll be the chief. and he'll need you every bit as much
as | did. (Ronald Reagan. farewell speech. January 11, 1989 reported in Associated
Press Newswire) .

Museum visitors can see through irs big windows the 900-year-old Tower of London and
the modemn office biocks of the City financial district. (Associated Press Newswire: July
5. 1989)

*Sometime (sic] they say. *Get away from me. 1 don’t want 1o hear that Jesus stuff.”"’
he said. ‘But I think deeply of Aim. He's always with me and | wan! other people to
know he can be with them. 100." (Associated Press Newswire: August 29. 1989)

Rolling Stones fans: clear your calendars' Tiey're adding more concert dates. (WCBS 11
O’clock News: September 26. 1989)

Spokesmen for the federal prosecutor's office in Karisruhe said they viewed the letter as
an authentic claim of responsibility from the Red Army Faction. which had been dormant
for three years until the Herrhausen assassination. His armored Mercedes was blown
up by a remote-control bomb in Bad Homburg. where he lived. as he was being driven
to work Nov. 30. (Associated Press Newswire: December 5. 1989)

Millions of Oprah Winfrey fans were thoroughly confused last week when, during her
show. she emotionally denied and denounced 8 vile rumor about herself. (Chicago
Tribune, column by Mike Royko: May 22. 1989; cited in James McCawley's ‘1989 lin-
guistic flea circus,” as an example of reflexive usage—not as an example of outbound
anaphora)

The Paris idea holds a lot of charm, "cuz | used to live there, y'know. (Greg McKenna
in conversation; March 14, 1990)

Do parental reactions affect their children? (from Jill Burstein. uttered by one of her
students; March 15, 1990)

‘My daughter knows the German people. She's been rhere [...]" (Chicago Tribune article,
‘Holocaust revisionism: A family's strident salute’; May 8, 1990)

‘] heard someone say,’ he began, ‘that you are a New Zealander. | was out there as a
small boy." (Ngaio Marsh. Night ar the Vulcan. 1951:207. New York: Jove)

JL: So. what's your child situation?

DS: He's 4.

(Judith Levi and Deborah Schiffrin in conversation; May 22, 1990)
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. You know. this is a Pilgrim town here: they came into this harbor... (ABC "Nightline':

July 4, 1990)

Nancy: The whole thing—it was like suddenly being caught in a Diane Arbus picture. Do
you ever get that feeling?

Elliot: Hourly.

Nancy: Me too.

Elliot: Yeah, we never shoulda had her take our wedding picture.
(‘thirtysomething': July 17, 1990)

Another Nixon Summit. at His Library. (Title of article in New. York Times: July 20, 1990)

In the distance. we heard the sound of an ambulunce siren. Within a minute or so it arrived
and stretcher bearers took the boy away. (New York Times Muagaczine. ‘The tragedy of
Detroit'; July 29, 1990. p. 25)

. The Senator Bradley forum has been canceled due to his need to be in Washington for

the budget vote. (Note on poster at AT&T Bell Labs: September 26. 1990)

1 was reading this Peggy Noonan book on her years at the White House ... (Julia Hirschberg
in conversation: November 9. 1990)

There's no reason to become a Californiu citizen. unless 1'm gonna live there. (Ken Baime
to Gregory Ward in conversation: August 8. 1990)

I used a guiter person before. but just to clean them. (Julia Hirschberg in conversation:
October 13, 1990)

Saudi anti-aircraft guns fired on /raqi planes along t/ieir common border. (NBC Nightly
News: August 11, 1990)

Last night's Sinead O'Connor concert at the Garden will be /ier last. (WNBC 6:00 News:
August 25, 1990)

. 1 think if I were a Peruvian | wouldn't want to live there for the next couple of years.

(John Kingston in conversation: September 6. 1990}

Heisenberg had bitter words to say about the lack of funds and materials. and the drafting
of scientific men into the services. Excerpts from American technical journals suggested
that plenty of technical and financial resources were available rhere for nuclear research.
(Albert Speer. Inside the Third Reich. translated by Richard Winston and Clara Winston
(1970:225-26). New York: Collier)

AMA: Cut AIDS ‘protection’

Doctors want it handled like other sexual diseases (Title of article in Chicago Tribune:
December 6. 1990)

*That depends on whose mother she is.’ Fitz told him. ‘Mine has brown hair—hardly a
bit of grey in it. Your mother’s hair probably turned white in a night long ago.’

‘1 haven't got a mother,’ said Johnny pathetically. staring at his ham sandwich. *I'm an
orphan.’

‘Why, that's terrible. Johnny. when did it happen? You never told me you were an orphan.’
Fitz was deeply concerned.

‘I'm getting sort of used to it. They died when | was three.' (Elswyth Thane, Ever Afrer
(1945:155). New York: Hawthorn Books)

Our neighbors. who are sort of New York Ciry-ites. they have jobs there ... (Ginny Beut-
nagel in conversation; December 30. 1990)

2. Kinps:

2.

GW: So, Roger. do they even HAvE venison in New Zealand?

RR: Oh yes. They have a real deer problem. They've been running around eating all the
forests.
(Gregory Ward and Roger Ratcliff in conversation: 1987)

1 had a paper route once but my boss said | took too long deliverin® "em. ("L.A. Law";
1987)
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. ... play the Cutlass-Supreme Game and win one ... (Radio ad heard on WINS. May 20,
1588)

. 47th-St. Photo announces its microwave oven sale. just when you need it for your apart-
ment ... (Radio ad heard on WINS: November 11, 1988)

. I'm & mysterv-story buff and read (and watch on PBS) a lot of them. (Northwestern Uni-
versity electronic bulletin board: January. 1989)

. ... the only way to solve this fomeless problem. say those who work with rhem ... (WCBS
11 O'clock News: January 4. 1989)

. We asked Suab 9000-CD owners about its road-handling ... (Television ad for Saab: March
12. 1989)

. If you're a small business owner. or interested in starting one ... (TV ad: June 14, 1989)

. Game show host: So. | hear you're a real car-lover. How many do you have now? ("Jeop-
ardy": July 24, 1989)

Euripides—described by Sophocles as a woman-hater in his tragedies. but very fond of
them in bed—complained that they were always having other women ‘coming into the
house gossiping.® ... (Reay Tannahill, Sex in history (1982:95). New York: Stein & Day)

CHECK VISA REQUIREMENTS FOR INTERNATIONAL TRAVEL

Though many popular destinations don’t require rthem——including Canada, Mexico. Eng-
land. much of the Caribbean and Europe. Japan. Thailand, and Hong Kong—the ma-
jority of countries still do. (Column in Money Magazine. January 1990, p. 144)

. Officials in the Danish capital believe they've found a way to stop bicvcle thefis—Ilet

people use them for free. (Associated Press Newswire: November 10. 1990)

3. Mass TERMS:
1.

For a syntax siot, I'd rather see someone with more extensive coursework in ir. (Judith
Levi discussing various subdisciplines of linguistics: January 18, 1987)

. Patty is a definite Ka/ Kun cat. Every day she waits for it. (TV ad for Kal Kan: January
28, 1987)

. There does not seem to me 1o be a serious snow problem. There is some. but no large
accumulation is forecast. (Mark Liberman in email: 1987)

. It's awfully fuggy tonight so you people out there driving better watch out for ir. (Heard
on Chicago radio station; April 16. 1987)

. CIiff Barnes: Well. to what do 1 owe this pleasure?

Ms. Cryder: Actually. this is a susinvess call. and 1'd like to get right down to ir. (*‘Dallas’;
1987)

. Chang Ching-hui uttered a third saying when the Japanese were making so many com-
pulsory gruin purchases that the peasants of the Northeast had none left. (Aisin-Gioro
Pu Yi. From emperor to citizen. translated by W_ 1. F. Jenner (1987:287). Oxford: Oxford
University Press)

. MR: How did you become an A/ person?

JH: ] got a degree in ir.
(Michae! Riley and Julia Hirschberg in conversation: October 4. 1988)

. I know. you probably get eight gazillion jokes from pragmatics students each semester
you teach jz. but maybe this one you haven't seen: (Ellen Prince in email: October §,
1988)

. 1 don’t rejoice in the stock market going down so much. now that we started owning some.
(Dan Hirschberg in conversation: November {1, 1988)

. At the same time as coffee beans were introduced. the Arabs made changes in coffee
preparation that greatly improved its flavor. (J. Schapira. D. Schapira and K. Schapira,
The book of coffee und teu (1982:7). New York: St. Martin's Press)

|
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11. Jo Ann Smith is a beef person. She grew up on if and remains a great fan of the standing
rib roast. (Associated Press Newswire: July 6, 1989.)

12. *Anyhow.’ he said. ‘it is nearly Luncheon Time." So he went home for ir. (A. A. Milne.
Winnie-the-Pooh (1926:41). London: The Reprint Society)

13. ‘It must be getting on for luncheon time.’ he remarked to the Otter. *Better stop and have
it withus ..." (Kenneth Grahame. The wind in the willows (1908:92). London: The Reprint
Society)

14. They're afraid it's the Gus and Electric man come to turn thar off. (Interview with Bal-
timore politician, ABC *Nightline': March 23. 1990)

1S. Very well. But | warn you that if you continue in such foolishness you'll be the last
paleontologist alive by the time you retire. There's no future in ir. (Stephen Jay Gould.
*In touch with Walcott'. Natural History. July 1990:16)

16. Although casual cocaine use is down, the number of people using if routinely has increased.
(WCBS 11 O'clock News: December 20. 1990)
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Abstract

On-line lexical decision has been used to test major theoretical hypotheses about languaze
comprehension. Contrary to several current models, Sharkey and Sharkey (1952) found that a word in a
sentence did not give facilitation to an immediately following, highly associated test item. We show in this
article that such facilitation can be obtained. Other theories have proposed that syntactic processes supply
antecedents for implicit anaphors. Using a test item that was an associate of the antecedent of the anaphor,
we were unable to replicate previous findings of facilitation at but not before the site of the anaphor. Across
nine experiments, obtaining facilitation depended on the choice of control condition. This dependency raises
questions about previous on-line lexical decision results that have been used to support the immediacy of

syntactic processing.
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Testing Theories of Language Processing:
An Empirical Investigation of the On-Line Lexical Decision Task

Theories of language comprehension vary widely in their goals. Some attempt to explain the
moment-by-moment processes that construct meaning as one individual word is read after another (e.g.
Kintsch, 1988). Others attempt to explain the processes that organize words into syntactic structures that
show the roles played by the individual words (Fodor, in press; Frazier, 1987; Frazier & Rayner, 1982; Nicol
& Swinney, 1989; Swinney & Osterhout, 1990; Rayner & Morris, 1991). Still others are concemed with
inferences that might integrate the pieces of a text into a wholistic representation in memory (¢.g. Glenberg,
Meyer, & Lindem, 1987, McKoon & Ratcliff, 1992). Efforts to test all of these theories share a major
problem: finding empirical procedures that allow investigation of the processes or structures of theoretical
interest. In this article, we report the results of several experiments designed to analyze one empirical
procedure that has frequently been employed: on-line lexical decision.

In on-line lexical decision experiments, the words of a text are presented to subjects one word at a
time, either visually or auditorily. At some point in the text, a test string of letters is presented visually. The
subject is asked to decide, as quickly and accurately as possible, whether the string of letters is a word.

Reaction time and accuracy are recorded.

The on-line lexical decision technique has been used to investigate comprehension of both word
meanings and syntactic structures. One of the first uses was by Swinney (1979), whose aim was to examine
the processing of ambiguous words. In his experiments, subjects listened to sentences like "The man was
not surprised when he found several spiders, roaches, and other bugs in the comer of his room”, which
contains the ambiguous word bugs. While listening, the subjects watched a fixation point on a CRT screen.
Immediately after the ambiguous word, a test word replaced the visual fixation point. The lexical decision
response for the test word was facilitated if it matched either of the meanings of the ambiguous word; for

example, following bugs, responses were facilitated for both spy and ant.

More recently, on-line lexical decision has been used to test the claims of general theories of
meaning comprehension. Kintsch (1988; see also Ratcliff & McKoon, 1988) has proposed that meaning is

constructed from the words of a text by processes that first activate the associates of individual words and
then integrate the activated concepts into a representation of the meaning of the whole text. When words are

read, all of their associates- even those that will turn out to be irrelevant to the meaning of the text- are
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activated (with varying degrees of strength). Then, through a repeated recycling of activation, concepts that
are associated to other activated concepts are strengthened while concepts that are not associated to other
aciivaied concepts are weakened. Once this cyclic integration process stabilizes, the result is a

representation of the meaning of the text.

It is fundamental to Kintsch's theory (and others uch as Dosher & Rosedale, 1989; Ratcliff &
McKoon, 1988) that reiations among words be immediately available during reading. For example, if a
sentence contains the word boy, the relation between boy and gir! should be immediately available. Sharkey
and Sharkey (1992) tested whether this was the case with on-line lexical decision. The words of sentences
were presented visually, at a rate of 200 ms per word. When a test string was presented, it replaced the next
word of the text, so that the interval between onset of the word preceding the test and onset of the test was
200 ms. Sharkey and Sharkey used test words that were strong associates of words in the text, and found
that responses were not facilitated. In other words, when gir! was tested 200 ms after boy was presented,
Sharkey and Sharkey found no facilitation of the response to girl. If this result were supported with further
empirical evidence, it would be problematic for any theory postulating the immediate availability of well-
known relations among words. However, in the experiments reported in this article, we find, contrary to
Sharkey and Sharkey, that relations among words do support immediate facilitation in on-line lexical

decision.

From most theoretical viewpoints, our result is not surprising. That is, it is not surprising that the
explicit mention of a word should lead to facilitation of associates of the word. A more controversial claim
is that the implicit mention of a concept can also lead to facilitation of associates. Consider, for example,
the sentence The instructors held the skier that the waitress in the lobby blamed for the theft. Complete
understanding of this sentence requires knowing that the person who was blamed was the skier, not the
waitress or an instructor. Current psycholinguistic theories (Fodor, in press; Nicol & Swinney, 1989,
Swinney & Osterhout, 1990) claim that this knowledge is computed by syntactic processes. These processes
compute a syntactic structure for the sentence, and in the computed structure of the sentence above, there is
a "trace” following the verb blamed. This trace is an implicit anaphor for the object of blamed, and the only
syntactically possible antecedent for the anaphor is skier, to which the anaphor should be syntacticaily
bound. Thus, syntactic processing should associate the "gap” after blamed with its antecedent ska--r.

Several researchers (Fodor, in press; Nicol & Swinney, 1989; Swinney & Osterhout, 1990) have
tested syntactic gap-filling with on-line lexical decision. They have hypothesized that the gap-filling process




‘McKoon et al Page 5

msultsin "acﬁ'vation" of the antecedent word_ at the gap site. For example, in the skier s..teace, skier would
be hypothesized to be activated immediately after the verb blamed. This activztion, i .um, is hypothesized

to lead to activation of associates of the antecedent word (e.g. snow as ar 2=<ociaiz of skier).

To examine the syntactic gap-filling process, Nicol and Swinney {1989) used s atences like the
skier sentence above. Sentences were presented to subjects auditorily, and lexical decisicn test items were
presented visually. Test items were chosen so as to measure the availubility of potential fillers at two sites:
immediately after the verb in the relative clause (the gap site) and immediately before the verb. Nicol and
Swinney's results were consistent with the gap-filling F'ypotheses. After the verb, but not before it, the
lexical decision for an associate of the syntactically determined antecedent of the wh-trace was facilitated.
Lexical decisions for associates of other nouns in the sentence were not facilitated. So, for the skier sentence,
snow would be facilitated when tested after the verb, but restaurant would not be. The overall pattern of
results- facilitation for an associate of the syntactically determined antecedent, and only this antecedent, and
facilitation for this antecedent after but not before the verb- suggests that the intended filler does in fact

become available at the gap site.

The research reported in this article was originally planned to extend the findings of Nicol and
Swinney (1989) to other linguistic phenomena. However, we found that we could not replicate the original
Nicol and Swinney results. This failure led us to explore the on-line lexical decision paradigm, and

Experiments 1 through 9 report the results of our efforts.

Much thecretical weight has been placed on data collected with the on-line lexical decision
procedure. Sharkey and Sharkey’s (1992) result from on-line lexical decision stands virtually alone as data
contradicting major models designed to account for relations among the meanings of words (Anderson,
1983; Dosher & Rosed2’ . 1989; Kintsch, 1988; Ratcliff & McKoon, 1988). These models accommodate
large ranges of other kinds of data.

Similarly, the results of Nicol and Swinney (1989), Swinney and Osterhout (1990), and Fodor (in
press) have been applied to important and controversial hypotheses about syntactic processing. First,
facilitation of an associate of the correct antecedent at its gap site would indicate that some kind of syntactic
T ~cessing is engaged early in sentence processing. Second, it has been claimed that this processing
proceeds independently of other kinds of information: Swinney and Osterhout (1990) found facilitation at
a gap site for the correct antecedent even when it was much less plausible than other nouns in the sentence.

ror example, in the sentence Everyone watched the enormous heavyweight boxer that the small 12-year old
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boy on the corner had beaten so brutally, real-world knowledge would suggest the boy as the object of
beaten. Yet facilitation was obtained only for the syntactically correct object boxer (Swinney & Osterhout,
1990). This result was offered in support of the highly influential notion of modularity proposed by Fodor
(1983). According to this notion, syntactic processing proceeds independently of other kinds of information
such as semantics or pragmatics. Third, on-line lexical decision results have formed part of the data base
used to distinguish among different linguistic theories (cf Fodor, in press). Facilitation in lexical decision
has been found for the kinds of traces postulated in some linguistic theories, but not for the kinds of traces
postulated by other linguistic theories. Fourth, Fodor (in press) has used the difference in pattemns of results
between on-line lexical decision and other tasks as part of the support for a distinction between two levels
of linguistic information, phonetic form and surface structure. Finally, Chomsky (1990) pointed to the
significance of gap-filling results as a reason that linguists should take the empirical research of

psychologists into account in their theorizing.

All of these claims are under debate and none of the debates has been resolved. It is not our intention
to present a detailed review of these theoretical positions or to contribute to the theoretical debates except
indirectly through evaluation of the lexical decision procedure and results. However, this evaluation should

serve to promote increased methodological concem in the design of future experiments.
Experiments1-5

As mentioned above, our experiments were originally designed to replicate and extend results from
earhier experiments described by Nicol and Swinney (1989). Therefore, our procedures and materials were

modeled on theirs. Experiments 1 - § are summarized in Table 1.

We used two sets of sentences, both of which consisted of sentences with object-gap relative
clauses. One set, which we labeled "complex”, is exemplified by the skier sentence: Two instructors held
the skier that the waitress in the lobby blamed for the theft. The sentences of this set were designed to have
the same syntactic structures as those used by Nicol and Swinney (1989), with a wh-trace after the verb of
the relative clause. The second set of sentences was constructed in order to provide some generality of
results across sentence types. These sentences were simplified versions of the complex sentences, formed
by simplifying the noun phrases and eliminating the prepositional phrase in the relative clause. For example,
the simplified version of the skier sentence was Somebody held the skier that Doctor Hillcroft blamed for

the theft. The "simple” sentences had a gap in the same (post-object) position as the complex sentences and
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contained the same verbs in the relative clauses as the "complex” sentences with the same antecedents for
the wh-traces that followed the verbs. Another example of a pair of sentences is: The nun hated the ballerina
that the senator from the north nominated for the council, and John hated the ballerina that an old friend
nominated for the council. Each sentence had one test word, an associate of the antecedent of the wh-trace
(c.g. snow for the antecedent skier, and dance for the antecedent ballerina).

In Experiments 1 and 2, sentences were presented visually, one word at a time on a CRT screen. In
Experiments 3 - §, sentences were presented auditorily. In all the experiments, the lexical decision test items

were presented visually.

Across the experiments, three different test positions were used (see Table 2). A test word in the
first test position was presented immediately after the antecedent of the wh-trace (immediately after skier
in the example sentence). In the second test position, the test word immediately preceded the verb in the
relative clause. In this test position, the test word always followed the object of the prepositional phrase in
the complex sentences and it always followed the subject noun of the relative clause for the simple
sentences. In the third position, the test word immediately followed the verb of the relative clause (this was

the gap position).
INSERT TABLES 1 AND 2 ABOUT HERE

A critical feature of Experiments 1 - § is the choice of a baseline against which to measure
facilitation for the associate of the antecedent of the wh-trace. For example, if snow was tested in position
1, immediately after skier, then we might expect to see facilitation of the response time to snow. But the
question is: facilitation with respect to what control test word? We chose as a control test word the associate
of the antecedent from some other sentence. For example, the associate test word for the skier sentence was
snow, and the control test word might have been dance, Thus, the same words were used as test items in the
two conditions: the associated condition, in which a sentence was tested with the test word associated to the
antecedent for the wh-trace, and the control condition. The only difference was that in the control condition
a sentence was tested with the associate of some other sentence. This choice for control test words has
several design advantages: First, it controls for any characteristics of the individual test words that might
affect lexical decision response times or accuracy rates. For example, the frequencies in English of the
control test words are exactly the same as the frequencies of the associate test words because they are the
same words. Second, the mean response times for associated test words represent means across exactly the

same words as the mean response times for the control test words, again because they are exactly the same




‘McKoon etal Page 8 .

words. Third, any interactions between test words and test positions are controlled. Some possible test

words might be facilitated or inhibited because they somehow "fit" or failed to fit the test positions in ways
other than those under study. For example, an inanimate test word might show inhibition in a test position
immediately following a verb because most of the verbs in our sentences take animate objects. Once more,

using the same test words in both conditions controls for this potential problem.
Method

Materials. The set of complex sentences contained 28 sentences of the form: noun phrase, verb,
noun phrase, that, noun phrase, prepositional phrase, verb, adjunct phrase. These sentences averaged 15
words in length. Each complex sentence was changed into a simple sentence by simplifying the first and
third noun phrases and deleting the prepositional phrase. The simple sentences averaged 12 words in length.
The second noun phrase and the verb of the relative clause were the same in both the simple and complex
versions. The test word for each sentence was an associate of the noun in the second noun phrase (which
was the antecedent of the wh-trace following the relative clause verb). The complete set of antecedents and
their associated test words was: skier-snow, joumnalist-news, ballerina-dance, architect-building, locksmith-
key, gardener-flowers, secretary-typing, convict-prisoner, boy-girl, photographer-camera, woman-lady,
millionaire-rich, sculptor-statue, victim-injury, writer-novel, duchess-duke, poet-verse, gangster-mob,
soldier-army, cowboy-Indian, baker-bread, doctor-nurse, junkie-drugs, comedian-laugh, jockey-horse,
zoologist-animals, cobbler-shoes, musician-song. The complete set of complex sentences is shown in
Appendix 1. The simple sentences were used in Experiments 1-4 and the complex sentences in Experiment
5.

There were also 48 filler sentences, averaging 14 words in length. Each of the filler sentences had
one test item; 14 of these were words and 34 were nonwords. The test positions for these items were
scattered randomly through the sentences, so that subjects could not anticipate which word in a sentence

would be followed by a test item.

Visual Preseniation Procedure. Sentences and test items were presented on a CRT screen, with
responses collected from the CRT's keyboard. Stimulus presentation and response recording were

controlied by a real-time computer system.

In Experiments 1 and 2, the sentences and test items were presented visually. The experiments

began with a practice list of 30 lexical decision test items (without any sentences) to familiarize subjects
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with the response keys. Then the 28 experimental sentences and the 48 filler sentences were presented in
random order, with the random order changed after each second subject. Each sentence began with an
instruction displayed on the CRT screen to press the space bar on the keyboard to initiate a sentence. The
words of a sentence were presented one at a time, with all letters in lower case except for the first letters of
the first words of sentences and the first letters of proper nouns. Each word was displayed for 170 ms plus
17 ms multiplied by the number of letters in the word; then the word was erased from the screen, and the
next word was displayed. Each word was displayed at the same location on the CRT screen. Test items were
displayed five spaces to the right of the location for words of the sentences, and test items were marked with
two trailing asterisks. There was no extra time between a word of a sentence and the test item that
immediately followed it, so the stimulus onset asynchrony (SOA) between the word of the sentence and the
test item was 170 ms plus 17 ms multiplied by the number of letters in the sentence word. Test items were
displayed in lower case. A test item remained on the s.reen until subjects made a response, "?/" for "word"
and "2" for "nonword."” Then the test word was erased and the words of the sentence continued after a 170
ms pause. Subjects were instructed to respond quickly and accurately to the test items. To encourage the
subjects to read the sentences, they were occasionally given a recall test: After eight randomly chosen
sentences, subjects were asked to write down the last sentence they had read. One test item proved
problematic with visual presentation: indian (used as the associate of cowboy) was presented without the
first letter capitalized and, probably as a consequence, it showed slow responses overall, so it was deleted

from the analyses of results.

Auditory Presentation Procedure. In Experimznts 3 - §, the sentences were presented auditorily via
headphones, and the test items were presented visually on a CRT screen. The sentences were recorded by a
male speaker at a natural speaking rate. Test positions for a sentence were located by examining an
amplitude-time plot of the sentence; a test position following a word of the sentence was defined as the point
of lowest activity between that word and the next word. If there was no single point at which activity was
lowest, the test position was located at the end of the range of lowest activity farthest.the-ond-farthest from
the preceding word, but never overlapping the next word.

The experiments began with the same 30 lexical decision practice items as for the visual
presentation experiments. Then the 28 experimental sentences and the 48 filler sentences were presented in
random order, the same random order for each subject. A row of plus signs was displayed on the CRT screen

as a fixation point at all times except when a test item was presented. The sentences were presented one after
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another with about a 2 s pause between each sentence. At the test position for a sentence, the plus signs were
replaced by the test item, which remained on the screen either until the subject responded or until 1800 ms
had elapsed. Auditory presentation of the sentence continued during the interval that the test item remained
on the screen. Subjects were instructed to respond quickly and accurately to the test item, pressing the "?/"
key for a word and the "2" key for a nonword. As in the visual experiments, they were asked to recall in
writing eight randomly chosen sentences.

Subjects and Designs. In each experiment, there were 32 subjects participating for credit in an
introductory psychology class at Northwestern University.

For the first experiment, there was one test position: immediately following the second noun of the
sentence (which was the antecedent of the wh-trace), position 1 in Table 2. There were two experimental
conditions: the test word for a sentence was either the associate of the second noun of the sentence (the
associated condition) or the associate of the second noun of some other sentence (the contro! condition).
These two conditions were combined with groups of subjects and groups of sentences in a Latin square

design.

Experiments 2 through 5 all had the same design, each employing two test positions. In Experiment
3, these positions were immediately after the second noun (test position 1, as in Experiment 1) and
immediately before the verb of the relative clause (test position 2, see Table 2). In Experiments 2, 4, and §,
the second and third positions (immediately before and after the verb of the relative clause) were used. In
each case, there were four experimental conditions: the two test positions crossed with the two test word
conditions (associated and control). The four conditions were combined with groups of subjects and groups

of sentences in a Latin square design.

When a sentence was tested in the control condition, the test word was the associate of the
antecedent of some other of the 28 experimental sentences. Which other sentence was chosen randomly
(without replacement), with the randomization changed after every second subject. No test item was

presented to a subject more than once.
Results

Slow outlier response times (times longer than 1500 ms) were excluded from the analyses; these
made up about 1.5% of the data in each experiment. Means of correct responses were calculated for each

subject and each test item in each condition, and means of these means are shown in Table 1. Analyses of
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variance were performed on the means, with both subjects, F1, and items, F2, as random variables, p < 0.05.

The pattern of results is presented in Table 1. First, when a test word immediately followed its
associate in a sentence (test position 1), response time was facilitated. This was true both in Experiment 1
with visual presentation and in Experiment 3 with auditory presentation. This finding stands in clear contrast
to Sharkey and Sharkey’s (1992) failure to find facilitation in a similar experiment.

Second, at the gap position (position 3) following the verb, where there is hypothesized to be a wh-
trace to serve as an anaphor, there is little evidence of facilitation. In these experiments, implicit mention of
the antecedent through its anaphor did not serve to significantly facilitate responses for the associate of the

antecedent.

The only test position at which results are somewhat equivocal is test position 2, inmediately before
the verd of the relative clause. In Experiment 3, the associate of the antecedent was facilitated, but this was

not the case in Experiments 2, 4, and 5. We cannot offer any reason for this discrepancy.

Analyses of variance tonfirmed the conclusions just stated. For the first test position, there was
significant facilitation of response times in Experiment 1, F1(1,31)=5.55 and F2(1,26)=4.03. In Experiment
3, there was significant facilitation at both the first and second test positions, F1(1,31)=7.33 and
F2(1,24)=6.78. A planned test confirmed facilitation at the first test position, F1(1,28)=4.37 and
F2(1,24)=5.36.

There were no significant effects on response times of any other variables in any of the experiments
(F's < 2.7) except that in Experiment 2, responses were significantly faster in test position 3 than in test
position 2 in the analysis of the subject means, F1(1,31)=4.51 and F2(1,26)=3.31. There were no significant

differences among error rates, F’'s < 2.7,

The standard errors of the response time means in the five experiments were, in order: 7.3 ms, 22.3

ms, 12.8 ms, 13.0 ms, and 11.6 ms. Response times and error rates for filler test items are shown in Table 4.

An additional analysis was performed on the data from test positions 2 and 3 to investigate the
possibility that the failure to obtain a difference between the associated and control conditions at the second
and third test positions was due to spuriously fast responses in the control condition. Fast responses could
arise in the control condition if the test words in that condition happened, by random assignment, to be

associated (against our intentions) to either the antecedent of the implicit anaphor or to other words in the

sentences with which they were tested. To eliminate this possible explanation of the results, we eliminated
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from the ai\alyses all the test words that were associated to any words in any sentences other than their own
sentence. We eliminated all the test words that were associated in any way we could think of, by even quite
weak associations, a total of 16 test words (which eliminated data about equally across the four
counterbalancing groups of items). For example, we eliminated the test word gir! because it might be
associated to words from other sentences than its own, such words as secretary or woman. If such
associations had speeded responses in the control condition, then eliminating these test words should lead
to slower responses in the control condition than the associated condition, but this did not happen.
Responses in the two conditions were still virtually identical, differing by no more than S ms.

Discussion

The results obtained in Experiments 1 - 5 contradict previous findings. Contrary to Sharkey and
Sharkey (1992), we found that a word in a sentence facilitated response time on an immediately following
test of an associated word. Our result, unlike Sharkey and Sharkey’s, is consistent with current models of
the processing of relations among words. Models that postulate spreading activation processes predict that
presentation of a word will facilitate subsequer* “=cisions on other words related to it (Anderson, 1983;
Kintsch, 1988). Models that postulate compound cue kinds of retrieval mechanisms similarly predict that
relations among related words will be quickly available to facilitate decisions (Dosher & Rosedale, 1989;
Ratcliff & McKoon, 1988).

We can only speculate about why we were able to demonstrate immediate facilitation and Sharkey
and Sharkey (1992) were not. They used fewer subjects, and perhaps variance was higher in their
experiment. This is plausible because a 45 ms effect in their experiment (due to the position in a sentence
at which a test word was presented) was not significant. Also, in their experiment, lexical decision test items
were distinguished from words of the sentences by color of the lettering, green versus white. Perhaps the

green lettering served in some way to switch processing away from the words of the sentences.

Our results were also different from previous findings when we tested for facilitation due to an
implicit presentation of an associate of a test word. Nicol and Swinney (1989) reported facilitation at the
site of an implicit anaphor. In sentences with syntactic structures like our sentences, they found a pattem of
facilitation at the wh-trace site following a verb but no significant facilitation before the verb. Our results

show no evidence of this pattern.

We thought that the reason for our failure to find the previously reported pattern of facilitation




McKoon et al Page 13

might be our choice of control condition. As explained in the introduction, we believed that using the same
pool of words in both conditions, associated and control, was an optimal experimental design. However, the
control condition that has been used by Nicol and Swinney (1989), Swinney and Osterhout (1990), and
Fodor (in press) is different- they used a different pool of words in the two conditions. In their designs, there
were two test words for any given sentence, always the same two words. One of the words is the associate
of the antecedent of the trace (e.g., the associate snow for the antecedent skier). The other word, the control,
is a word unrelated to the meaning of the sentence, with the same number of letters and the same frequency
in the English language as the associated word. We thought that this difference in choice of control condition
between our Experiments 1 - 5 and previous experiments might account for the difference in results, and we
tested this hypothesis in Experiments 6 - 9.

Experiments 6 - 9

These four experiments are outlined in Table 3. Both the simple and complex versions of the
sentences were used, and sentences were presented both auditorily and visually. The only difference from
the comparable experiments in the first series (Experiments 1 through 5) was in the control condition. A new
pool of control words was chosen, one word fur each sentence, such that the control word for a sentence had
the same number of letters and approximately the same frequency in English as the associate test word

(according to Kucera & Francis, 1967).

Method

Materials and Procedure. The sentences and their associated test words were the same as in
Experiments 1 - 5, and the only change was in the words used in the control condition. The procedures for
the experiments were also the same as in Experiments 1 - 5. The antecedents with their new control words
were: skier-uses, journalist-clay, ballerina-equal, architect-material, locksmith-add, gardener-evident,
secretary-afloat, convict-symmetry, boy-trade, photographer-affect, woman-file, millionaire-camp,
scuiptor-morale, victim-define, writer-stone, duchess-buys, poet-marks, gangster-ads, soldier-list, cowboy-
warren, baker-seeds, doctor-graph, junkie-dried, comedian-shots, jockey-doubt, zoologist-perfect, cobbler-

grown, musician-dust.

Subjects and Design. There were 32 subjects in each of Experiments 6 and 7, 24 subjects in
Experiment 8, and 20 subjects in Experiment 9, all from the same population as in Experiments 1 - 5. Except

for the new control words, the designs of the experiments and randomization procedures were the same as
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in the earlier experiments.
Results

The data were analyzed in the same manner as for Experiments 1 - 5, and the means are displayed

in Table 3.
INSERT TABLES 3 AND 4 ABOUT HERE

In test position 2, responses to the associate test word were faster than responses to the control test
word in every one of the experiments. The same is true for test position 3, except in Experiment 6. For
Experiments 7, 8, and 9, responses to the associate are faster than responses to the control word at test

position 3, but this pattern reverses in Experiment 6, for no apparent reason.

Analyses of variance confirmed these observations. For Experiments 7, 8, and 9, the main effect of
faster responses for the associate than the control was significant; for these three experiments in order,
F1(1,31)=7.21, F2(1,26)=4 .47, F1(1,23)=16.01, F2(1,27)=24.98, F1(1,19)=9.28, F2(1,27)=11.85. Other
effects on responses times were not significant, all F’s <3.23. The standard errors for the means were,
respectively, 10.5 ms, 14.2 ms, and 17.8 ms. There were generally more errors on the control words than
the associates, and this effect was sometimes significant. For the three experiments in order: F1(1,31)=5.74,
F2(1,26)=2.90,F1(1,23)=4.02, F2(1,27)=1.84, F1(1,19)=6.33, and F2(1,27)=6.20. All other effects on error
rates were not significant, F's < 2.3. For all of Expcrimems 6 through 9, the standard errors on the error rates

varied between 1.0 and 1.5%.

The pattern in Experiment 6 was different. The interaction between test word and test position was
significant for response times, F1(1,31)=7.36 and F2(1,26)=11.18. The main effect of test word was also
significant in the subjects analysis, F(1,31)=8.80, but not in the items analysis, F2(1,26)=2.25. The main
effect of test position was not significant, F’s < 2.05. The standard error of the response time means was
12.0 ms. There were marginally more errors on the control test words, F1(1,31)=4.14 and F2(1,26)=3.58.
Other effects on error rates were not significant, F's < 1.85.

Two aspects of the data should be pointed out. First, over the series of nine experiments, which
included 17 different comparisons of associate and control response times, results were inconsistent for two
of the comparisons (test position 2 in Experiment 2 and test position 3 in Experiment 6). This suggests that
any results from the on-line lexical decision procedure should be replicated across experiments to ensure a

high degree of confidence in the general patterns that emerge. Second, the F values for significant effects
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were always higher with auditory presentation of the sentences than with visual presentation. This might

have come about for a variety of reasons, but it is worth bearing in mind for future research.

The conclusions from Experiments 6 through 9 and comparisons of their results with those of
Experiments 1 through 5 are straightforward. The first five experiments used the same pool of words as test
words in the associated and control conditions. For these experiments, in six out of seven cases there was
no facilitation at test positions 2 or 3. The last four experiments used different pools of words as test words
in the associated and control conditions. For these experiments, in seven out of eight cases there was
facilitation at both of test positions 2 and 3. It appears that the choice of control word was critical in_

determining the results.
General Discussion

The experiments reported here were designed to investigate the use of on-line lexical decision tests
in the study of sentence comprehension. Lexical decision test words were presented at one of several points
during a sentence. In the associated condition, the test word was highly associated to one of the words in the
sentence, and it was tested either immediately after the associated word in the sentence, or at one of two
later positions in the sentence. The results of our experiments depended on the choice of control test words;
whether the control test words were the same words as for the associated condition (simply switched to
sentences for which they were not associated) or whether the control test words were diiferent words from
the associated test words. If the control words were the same as the associated words, then there was
facilitation of response tiries for the associated words relative to the control words at the immediate test
position but not at later test positions. If the contro! test words were different from the associated test words,
then facilitation was observed at the later test positions. These two conclusions held up over 15 of the 17

comparisons afforded by the nine experiments.

The finding that an associated word is facilitated when it is tested immediately after a related word
in a sentence is intuitively compelling and also not surprising from most theoretical viewpoints. It would be
expected that a lexical decision test of snow immediately following the sentence fragment ...the skier would
result in facilitation of response time to snow, and this is what we found. Although Sharkey and Sharkey
(1992) recently failed to find immediate facilitation, their result may well be anomalous. The variance
among response times in their experiment appears to have been high (as mentioned above), and their failure

is inconsistent not only with the results described here but also with a considerable amount of previous
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research. On-line facilitation has been found with lexical decision test positions at the ends of sentences or
sentence fragments (McKoon & Ratcliff, 1989a; 1989b; O’Seaghdha, 1989; Till, Mross, & Kintsch, 1988)
and with on-line text experiments that use a variety of other paradigms including measurements of word by
word reading times, phoneme monitoring latencies, and naming latencies (cf Foss & Speer, 1991; McKoon
& Ratcliff, 1981; 1989c; Simpson, Peterson, Casteel, & Burgess, 1989; Stanovich & West, 1981). On-line
facilitation for associated test words is also consistent with on-line facilitation for the multiple meanings of
ambiguous words (Onifer & Swinney, 1979; Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979).
Furthermore, the finding of on-line facilitation for associated words gains considerable validation in another
imponani way: consistency with a wide range of different kinds of data is established by virtue of its
incorporation into comprehensive theories of memory (Anderson, 1983; Kintsch, 1988; Ratcliff &
McKoon, 1988). Thus, a large body of previous research argues in favor of accepting the validity of our

finding of immediate facilitation.

It is important to stress the differences among the theories with which immediate facilitation is
consistent. According to spreading activation theories (e.g., Anderson, 1983; Kintsch, 1988), presentation
of a word in a sentence activates the concept in memory that corresponds to the word. The activation spreads
to other related concepts, so that they, in turn, become activated. If one of these activated concepts is then
presented as a test word for lexical decision, its response time will be facilitated because it was already
activated prior to its presentation. In these theones, activation spreads quickly, so that the response on a test
word can be facilitated even if presentation of an associated word preceded it by as little as 100 ms. The
main competitors for spreading activation theories are theories that assume memory retrieval is based on a
compound cue mechanism (Dosher & Rosedale, 1989; Ratcliff & McKoon, 1988). In these theories, the
process by which immediate facilitation occurs is very different than spreading activation. There is no
anticipatory activation of the test word. Instead, words presented to the system are assumed to join together
in short-term memory to form a compound'cuc. This cue has some degree of familiarity, where familiarity
is determined by the strengths of associations between the compound in short-term memory and items in
long-term memory. Familiarity is calculated by a matching process that matches the cue in short-term
memory against all the items in long-term memory. The immediate facilitation observed in the experiments
reported here is consistent with the compound cue view because a lexical decision for an associated test
word will be facilitated by a high familiarity value for the cue made up of the test word and the immediately
preceding word of the sentence. Recently, compound cue theories and spreading activation theories have

been extensively tested against each other, but both still seem to be viable accounts of retrieval from long-
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term-memory (McKoon & Ratcliff, 1992b; McNamara, 1992a; 1992b; Ratcliff & McKoon, submitted).

The implications of the immediate facilitation effect found in our experiments are quite different
when viewed from the two different theoretical perspectives. For spreading activation, immediate
facilitation would be taken to indicate that reading a word in a sentence makes related concepts in memory
immediately available. But for compound cue theories, immediate facilitation does not, in itself, indicate
what happens during reading of the words in sentences. No conclusions can be drawn about what would
happen if the test word was not presented. The facilitation in response time is a reflection only of the
situaticn in which short-term memory contains both the word of the text and the test word. What the two
kinds of theories share is the assumption that, however the facilitation comes about, it should happen
quickly, within about 100 ms.

While our finding of immediate facilitation for related text and test words is consistent with most
previous work, the patterns of facilitation we obtained for tests of implicit anaphors are not. A number of
researchers have reported testing for the availability of antecedents at several different kinds of gap sites
(Fodor, in press; Nicol & Swinney, 1989; Swinney & Osterhout, 1990). For sentences like Two instructors
held the skier that the waitress in the lobby blamed for the theft, Nicol and Swinney (1989) found that
response times for an associate of the antecedent for the wh-trace following the verb of the relative clause
were facilitated when tested immediately after the verb but not when tested immediately before the verb;
that is, snow would be facilitated when tested after blamed but not when tested before blamed. This pattern
of facilitation after the verd but not before is the finding that has been used to argue for the re-activation of
the antecedent of the wh-trace. But in neither of our sets of experiments did we find this pattern. When we
chose control test words from the same pool of words as the associated test words, we did not find
facilitation either before or after the verb. When we chose control test words from a different pool of words

than the associated test words, we found facilitation at both test points.

Why did we fail to replicate previous results? One possible answer to this question is suggested by
the dramatic effect of the choice of control condition. We got very different patterns of facilitation with the
two different control conditions. This logically opens up the possibility that with other sets of control words,
other patterns of data might emerge. With another set of control words, we might have replicated exactly
the pattem that has been obtained in previous experiments (¢.g. Nicol & Swinney, 1989). The most serious
issues raised by our results are how to choose the "right" set of control words, whether there is any one

correct set, and how researchers might go about defending the choice of control words used in their
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experiments over some other choice.

We can only offer tentative suggestions about why the choice of control words might be so
important. We know that the syntactic fit of a test word to its test position can affect response times (Clifton,
Frazier, & Connine, 1984; Wright & Garrett, 1984). In Wright and Garrett’s experiments, a test word either
fit the syntactic context of the sentence fragment that preceded it or it did not, and lexical decisions were
slowed when it did not. This suggests that there might also be a host of other reasons why different words
have different response times at different test positions in a sentence, including the words’ meaningfulness
values, concreteness values, likelihoods of appearing in sentences of the type used in the experiments, and
so on. For example, consider the sentences used in our experiments; they almost all took the form that "some
person verbed someone that another person verbed.” Some words, because of their semantics or pragmatics,
just will not easily fit in such sentences. Marshmaliow is a case in point In a context that includes sentences
about an employer confronting a secretary that an accountant fired, marshmallow seems out of place.
Moreover, there may be subtle interactions between the syntactic and semantic contexts of a sentence and
test position. To give a few examples of verbs from our sentences, we cannot blame, suspect, bribe,
nominate, appoint, drive, Or assault a marshmallow, so marshmallow might fit particularly badly in a test
position following a verb and perhaps less iadly in a test position at the end of a phrase before the verb.
Again, our current state of knowledge about these issues only allows speculation. The important point is that
attention must be paid to the choice of control words in future experiments. As this issue is investigated
further, we may be able to understand why previously used sets of control words have given the results they
did, whether or not the control words in an experiment should come from the same pool of words as the
associated words, and what the important variables are that govem the response time for a word tested in

the middle of a sentence.

In conclusion, the theoretical implications from our results can be easily outlined. First, previous
research on syntactic gap-filling and the suggestion from that research that syntactic processes occur early
and fast are called into question. Until we understand better how control words shou. ¢ chosen, it may be
that the case for fast syntactically based gap filling processes will have to be made from other paradigms (cf
Bever & McElres, 1988; Boland, Tanenhaus, & Gamnsey, 1990: Foss & Speer, 1991; Frazier & Clifton,
1989; Gamnsey, Tanenhaus, & Chapman, 1989, McElree & Bever, 1989; Rayner & Morris, 1991; Stowe,
1986). Second, theoretical enterprises that have depended on on-line lexical decision results (cf Fodor,
1989; in press; Nicol & Swinney, 1989; Swinney & Osterhout, 1990) will have to be reworked, either with
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new lexical decision evidence or with reliance on other kinds of empirical evidence.
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~ Appendix 1

Two instructors held the skier that the waitress in the lobby blamed for the theft.

The banker bribed the journalist that the cops in the subway suspected of the break-in.

The nun hated the ballerina that the senator from the north nominated for the council.

The pilot trusted the architect that the judge in the city acquitted of the forgery.

All the tenants appreciate the locksmith that the tailor in the basement chose for the job.

Three brothers pitied the gardener that the attomey for the museum banned from the show.

The employer confronted the secretary that the accountant at the racetrack fired for gross insubordination.
The witness recognized the convict that the teller in the cafeteria accused of violent behavior.

The clown amused the boys that the actress in the mink drove to the stadium.

The hostess greeted the photographer that the swimmer with pale skin encountered at the meeting.
The janitor called the woman that the farmer in the store saved from the blaze.

The cabby contacted the millionaire that the mailman on the scooter struck on the head.

Few parents knew the sculptor that the professor of African geography appointed to the committee.
The optometrist aided the victim that the barber in the airport hurt in the fight.

The chef envied the writer that the soprano with blue eyes followed all over town.

The announcer interviewed the duchess that the painter without a passport defrauded of the treasure.
Many artists admired the poet that the priest from the mountain visited at the penitentiary.

The bride identified the gangster that the carpenter at the barbecue attacked with a knife.

The dentist treated the soldier that the athlete with a beard punched in the tavern.

The bartender criticized the cowboy that the trucker from the factory assaulted with a rifle.

The lifeguard rescued the dog that the hobo with a rock forced off a cliff.

The students cheered the doctor that the firemen in the parade applauded for tremendous bravery.

The warden released the junkie that the sailor in the desert forgave for grand larceny.
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The boxer heckled the comedian that the referee with striped pants invited to the club.

The librarian comforted the jockey that the outlaw at the funeral threatened with a stick.

The butler summoned the zoologist that the sheriff with strong arms arrested for extreme cruelty.
The king punished the cobbler that the ambassador on the patio caught with the jewels.

A bee stung the musician that the usher with the radio reprimanded for public drunkenness.
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Table 1

Results of Experiments 1-§
Response Times and Error Rates
Test Position
w
1 2 3
RT Ermor% |RT Emmor% | RT Error %
Visual
Simple-E 1 | Assoc. 715 2
Control | 798
Simple-E2 | Assoc. 972 2 926
Control 977 3 938 6
Auditory
Simple-E 3 | Assoc. 730 1 738
Control | 759 1 770 0
Simple-E4 | Assoc. 776 3 760
Control 770 2 765
Cmplx-ES | Assoc. 760 1 774 1
Control 771 3 762 1




Table 2

Examples of Sentences with Test Words and Test Positions

A Complex Sentence:

The instructor held the skier  that the waitress in the lobby 2 blamed 3 for the theft.

A Simple Sentence:

Somebody held the skier y that Doctor Hillcroft 5 blamed 3 for the theft.

Associate Test Word: snow




Table 3

Results of Experiments 6 - 9
Response Times and Error Rates

Test Position
P —
2 3
RT Emor% |RT Error %
Visual
Simple-E 6 | Assoc. 872 4 871
Control | 922 6 854 6
Cmplx-E 7 | Assoc. 845 5 827
Control 873 9 881 6
Auditory
Simple-E 8 | Assoc. 760 3 753 4
Control 816 8 832
Cmplx-E9 | Assoc. 753 3 742 2
Control 819 9 784 7




Table 4
Response Times and Error Rates for Filler Test Items
[ [Weds  [Noaworis |
RT Error % RT Error %
Exp 1 826 8 818 6
Exp 2 999 8 1051 5
Exp 3 829 3 899 4
Exp 4 813 6 852 5
Exp 5 779 3 850 5
Exp 6 905 7 952 6
Exp 7 908 6 990 7
Exp 8 823 4 868 5
Exp9 793 2 865 5
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Syntactic Prominence Effects on Discourse Processes

GalL McKooN, ROGER RATCLIFF, AND GREGORY WARD
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We propose that the meaning of a text is determined in part by syntactic structures that
affect the relative prominence given 10 the concepts in the text. This proposal was tested
in four experiments; the data showed that concepts placed in syntactically prominent
positions have increased accessibility in short-term memory during reading and also
increased accessibility later in long-term memory. We speculate on bow such effects
might be understood in terms of current theones of text processing and memory retrie-

val. € 1997 Academuc Preus, Iac.

It is often assumed that little or no syn-
tactic information is represented in long-
term memory for discourse; once syntactic
information has served its purpose of orga-
nizing different pieces of information into
their relative roles of subject and object,
pronoun and antecedent!, given and new,
and so on, it is quickly forgotten. The gen-
erally accepted rule is that memory for the
verbatim surface forms of sentences lasts
only a few seconds. In contemporary psy-
cholinguistics, this assumption had its roots
in demonstrations by Sachs (1967, see also
Jarvell, 1971; Caplan, 1972) that only the
meaning of sentences is remembered, and
the assumption has been incorporated into
models of memory for text (cf. Anderson &
Bower, 1973: Kintsch, 1974; Kintsch &
Van Dijk. 1978). The assumption is still cur-
rent, as evidenced by the absence of dis-
cussion of syntactic structures in recent

Thus research was supporied by NIDCD Grant RO1-
DC01240 and AFOSR Grant 90-0246 (jointly funded by
NSF) to Gail McKoon and by NIMH Grants HD
MH44640 and MHO0087( to Roger Ratcliff We thank
Beth Levin for discussions of this work. Address cor-
respondence and reprint requests 10 Gail McKoon,
Psychology Depariment, Northwestern University,
Evanston, IL 60208

theoretical work on discourse processes
(cf. Kintsch, 1988; McKoon & Ratcliff,

1992a). Despite the fact that symactéc;gqu
1ithin

mation has been intensively studie,

the context of comprehension for single
sentences (cf. Boland, Tanenhaus, & Garn-
sey, 1990; Fodor, 1989; Fodor, in press;
Frazier & Rayner, 1982; McKoon, Ratcliff,
& Ward, 1993; Rayner & Morris, 1991), its
possible role in controlling the semantic in-
terpretation of larger discourse units has re-
ceived little attention. In this article, we at-
tempt to begin to fill this gap by investigat-
ing the role of syntax in determining the
relative prominence, or salience, of differ-
ent parts of a discourse.

Despite the wide acceptance of the idea
that syntactic information is not remem-
bered. there have been several empirical
demonstrations to the contrary. Keenan
(1975) and Anderson (1974) showed rela-
tively long-term memory for the exact
wording of sentences read in an experimen-
tal situation, and Keenan, MacWhinney,
and Mayhew (1977) and Kintsch and Bates
(1977) showed such memory for spoken dis-
course from more natural situations. Begg
and Wickelgren (1974) found that syntactic
information was not forgotten at a faster
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rate than semantic information. However,
perhaps surprisingly, none of these demon-
strations, changed the prevailing theoreti-
cal view. The reason for this may lie in the
(sometimes implicit) belief that memory for
surface information resides in a different
form or kind of representation than mem-
ory for meaning. Putting verbatim surface
information in a different kind of memory
makes it plausible that it can, on rare occa-
sions like the studies just mentioned, last
longer than the usual few seconds, but still
have no influence on meaning. This notion
of a different kind of memory for surface
form was suggested by Kolers (1976; Kol-
ers & Roediger, 1984), who proposed that
the procedures with which information is
acquired are remembered not as objects in
memory but rather are evidenced in facili-
tation when those same procedures are re-
executed at a later time. The notion of a
different kind of memory for surface form is
also part of Kintsch's models (van Dijk &
Kintsch, 1983; Kintsch, Welsch, Schmal-
hofer, & Zimny, 1990); in these models,
surface information is encoded into a differ-
ent level of representation from other kinds
of discourse information. In this article, we
do not take issue with the view that surface
information is represented separately.
What we do claim is that, in addition to
whatever separate memory may exist for
surface information, there are also direct
effects of syntactic surface information on
the representation of meaning.

The generally accepted role of syntactic
information is 10 connect pieces of informa-
tion together in their syntactically specified
roles. Consider the sentences The student
had to clean up his apartment. He
crammed his closet with boxes. Syntactic
processes would identify the student as
subject of the verbs clean and cram, stu-
dent as the referent of he, and perhaps, for
the second sentence, he as old information
and crammed his closet with bcxes as new
information (cf. Chafe, 1976; Clark, 1977).
Such connections control meaning in only a
minimal way, and they are not represented

in the long-term memory representation of
a text in most current theories. The same
propositions would appear in the long-term
memory representation for a variety of dif-
ferent surface structures. For example, the
representation of the propositions (clean,
Studen:, apartmeni) and (cram, studen:,
closet, boxes) would be ihe same, whether
the sentences had been stated as above or
as The apartment had to be cleaned up by
the student. He crammed boxes into his
closet. We propose in this article that sur-
face form is noi always lost in this fashion,
but instead can be preserved in the mean-
ing of a tex1.

Before proceeding, it should be noted
that there is already one, often overlooked,
way in which the surface form of sentences
in a discourse has been taken to affect
memory for meaning in the manner we have
in mind. Many researchers use Kintsch's
(1974) propositional scheme for represent-
ing discourse information, and in that
scheme, propositions are ordered in terms
of importance relative to a topic proposi-
tion. The choice of topic proposition is
heavily influenced by surface form aspects
of the text: the proposition is usually taken
from the main clause of the first sentence in
the text, and it usually represents the main
verb of that clause and its arguments. Sur-
face form affects the choice of the topic
proposition, and that choice, in turn, af-
fects the overall organizational meaning of
the other propositions in the text. In shor,
surface form points to the most salient
proposition in the text. What we test in the
experiments described below is whether
surface form also makes other aspects of
the text (that are not the topic proposition)
more or less salient.

The proposal that surface syntactic struc-
ture interacts with discourse meaning is
based in part on current work in linguistics,
where the ‘‘information packaging" func-
tions of syntactic constructions have been
widely studied (Chafe, 1974, 1976; Givon,
1976, Kuno, 1986; Prince, 1978; Wilson &
Sperber, 1979, Ward, 1985). In every lan-
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guage. speakers have choices about how to
convey or package information, and it is a
central te ~t of studies in functional syntax
that thes .hoices are not random. Differ-
ent syntactic constructions have different
discourse functions, and knowing which
constructions are appropriate or felicitous
or most useful in a given context consti-
tutes part of a speaker's general linguistic
competence.

e of the functions often claimed in lin-
¢ aistics for syntactic constructions, the one
that is relcvant to the research described
here, is to vary the relative *‘status’’ of the
concepts in a discourse. There have been at
least two suggestions about how syntax
might accomplish this function: within a
proposition, differences in relative status
might be due to the linking of the arguments
of a verb 10 different syntactic positions,
and across propositions, differences in rel-
ative status might be due to the assignment
of concepts to ‘‘foregrounded’’ versus
**backgrounded’’ syntactic positions.

Within a proposition, the arguments of a
verb can be assigned to several different
syntactic positions, including subject, di-
rect object, and indirect object. It has been
pointed out that an argument may be under-
stood 1o be more affected by the verb it is it
placed in one syntactic position rather than
another (c¢f. Rappaport, Laughren, &
Levin; 1987). For example, consider the
following two sentences:

1. Bees are swarming in the garden.

2. The garden is swarming with bees.

When garden is in the subject position, it
is understood to be more affected than
when it is in an object position; in other
words, it is more likely that the whole gar-
den is swarming with bees with sentence 2
than with sentence 1. Consistent with this
intuition, the clause bur most of the garden
has no bees in i1 is odd when added 10 the
end of sentence 2 but less so when added to
sentence | (examples from Anderson,
1971). Similarly, in sentences 3 and 4, the
entity wall is more affected as a direct ob-
ject than as an indirect object: it is more

likely that the whole wall is covered with
paint with sentence 4 than with sentence 3.
We hypothesize that the more affected a
discour.. . entity is by the action of the verb,
as indicated by its syntactic position rela-
tive to the verb, the more prominent or sa-
lient will be its position in the discourse
model. This hypothesis is based on the as-
sumption that, all other things being equal,
more affected entities are more central to
the meaning of the discourse. Sentence 2 is
more likely to be part of a discourse about
the garden than sentence 1, and sentence 4
is more likely to be part of a discourse
about the wall than sentence 3. It must be
stressed that other discourse consider-
ations may overnide affectedness. In a dis-
course about insects, we might want to use
sentence |, even though the more affected
interpretation of sentence 2 was intended
and we would have to continue the sen-
tence with they fill every corner. Nonethe-
less we propose that, in general, entities in
positions associated with greater affected-
ness are more salient.

3. John smeared paint on the wall.

4. John smeared the wall with paint.

Differen! syntactic positions are also as-
sociated with different degrees of promi-
nence when considered in the context of
discourse units larger than a single propo-
sition. Pragmatically, a speaker or writer
can chose whether to place some specific
piece of information in the foreground of a
discourse or the background. and the
choice is manifested by syntactic structure.
Notions of foregrounding have buen dis-
cussed by many linguists, using a vanety of
terms to describe distinctions in promi-
nence. Examples most directly related to
our research come from Wilson and Sper-
ber (1979). They propose that the syntactic
positions ol propositions order them in
terms of importance, and that the more im-
portan! a proposition, the more relevant it
is to the discourse as a whole. For example,
the proposition admire, I, Bergstrom is said
to have more importance pragmatically in
senience 6 than in sentence 5. and theretore
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the proposition is more relevant to its dis-
course context if it is expressed in sentence
6 instead of sentence 5 (examples from Wil-
son and Sperber, 1979, p. 305).

5. 1 have invited Bergstrom, who 1 ad-
mire. to give the opening address.

6. 1 admire Bergstrom, and ] have invited
him to give the opening address.

Similarly, Wilson and Sperber point out
the reduction in importance associated with
a proposition being expressed in a modify-
ing phrase instead of a main clause, as in
sentences 7 and 8 where boring, book is
expressed either as a clause or a modifier.

7. This book is boring, and it is expen-
sive.

8. This boring book is expensive.

The goal of the research described in this
article was to test the psychological hy-
potheses implicit in these linguistic claims.
We thought that a reader might use the syn-
tactic position in which a discourse entity is
expressed to guide processing for that en-
tity during comprehension. An argument
expressed in a more affected position rela-
tive to its verb would be perceived as more
salient by the reader than an argument in a
less affected position, and a proposition in a
more important syntactic position would
give greater salience to its arguments than a
proposition in a less important syntactic po-
sition. We hypothesized further that, dur-
ing reading. more salient entities would be
more likely to remain in short-term memory
longer for more processing than other enti-
ties. and that because of this extra process-
ing. they would be more accessible in the
long-term memory representation of the
discourse. Experiments 1 through 4 tested
these hypotheses.

EXPERIMENT 1

George is having second thoughts about
lus new job.

His critical boss is demanding. or His de-
manding bhoss is critical.

Georgpe is thinking of quitting.

The first sentence of this short discourse
introduces George The second sentence is

made up of three propositions: (his, boss),
(critical, boss), and (demanding, boss). For
the latter two propositions, there is a choice
about how to represent them syntactically.
Both could be main clauses, or one or the
other could be modifying phrr ;. In the
two versions that we used for cxperiment
1, one modifier was given a main clause
position (a predicate modifier) and the
other was mentioned as a prenominal mod-
ifier. In the first case (. . . boss is demand-
ing), demanding was given the more prom-
inent syntactic position and in the second
case (. . . demanding boss . ..), it was
given the less prominent syntactic position.
We hypothesized that the increased promi-
nence for demanding as a predicate modi-
fier would lead to more processing during
reading, and therefore more accessibility in
short-term memory and/or a longer peniod
of time in short-term memory.

We tested this hypothesis by presenting
subjects with short texts like the George
paragraph to read. Immediately after each
text, a test word was given for recognition.
Subjects were instructed tc indicate as
quickly and accurately as possible whether
the test word had or had not appeared in the
text. For the George text, demanding was
tested after the third sentence, and we ex-
pected that responses to it would be faster
and/or more accurate if the text had men-
tioned demanding in the predicate modifier
position as opposed to the prenominal mod-
ifier position.

Method

Materials. Each of 24 expenimental texts
had vo versions, with two modifiers
sw ned between the predicate and the
prenominal positions in each version, as
shown by example above. Each text began
with a lead-in sentence (mean length, 7.9
words) and ended with a third sentence
(mean length. 7.5 words). The middie sen-
tence was always five words in length. a
possessive pronoun or article, followed by
a modifier, followed by a noun, followed by
a form of the verb 10 be, followed by a mod-
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ifier. The two modifiers were both used as
test words for the experimental texts. The
texts were always displayed in three lines
on the CRT screen.

There were two sets of filler texts, each
text with one test word. One set of 44 texts
averaged 52 words and six lines as pre-
sented on the CRT screen; for these texts, 9
had positive test words and 33 had negative
test words. The other set of 24 fillers aver-
aged 67 words and five lines on the CRT
screen; the test word for each of these was
positive.

Procedure. For all four experiments de-
scribed, all stimuli were presented on a
CRT screen, and all responses were col-
lected on the CRT's keyboard. The CRT
was controllea by a real-time microcom-
puter system.

Experiment 1 began with a short list of
lexical decision test items, used to give sub-
jects practice with 1¢ response keys. After
this, six practice filler paragraphs were pre-
sented and then the remaining filler para-
graphs and the modifier paragraphs were
presented in random order. Each paragraph
began with an instruction to Press the
space bar on the CRT keyboard when
ready to begin reading. Subjects read the
paragraphs one line at a time, pressing the
space bar to advance from each line to the
next. After the last line, the paragraph was
erased from the CRT screen and a single
test word was presented. Subjects were in-
structed to respond as quickly and accu-
rately as possible, pressing the ?/ key if the
word had been in the paragraph just read
and pressing the z key if it had not. For 44
of the filler texts, a true/false test statement
followed the test word. Subjects were in-
structed 1o read each paragraph carefully so
that they wouid be able to respond cor-
re.ily on atrueffalse test. If the response on
the true/false test was incorrect, the word
ERROR was displayed for 2000 ms. After
the test word (and the true/false test if there
was one) and a 1000-ms pause. the instruc-
tion to press the space bar for the next para-
graph was displayed.

Design and subjects. For each of the
modifier texts, either the first or the second
of the two modifiers was tested (which was
designated first and which second was de-
cided arbitrarily), and either the first or the
second modifier was presented in the pred-
icate position (the other modifier was pre-
sented in the prenominal position). Cross-
ing these two vaniables resulted in four con-
ditions, which were crossed with groups of
subjects (21 per group) and sets of para-
graphs (six per set). All cells of the Latin
square were not equally represented across
subjects (because of constraints on the de-
sign of an unrelated experiment involving
one of the sets of fillers) so paragraphs were
paired for analyses of results (making 12
pairs). A different random order of presen-
tation of the paragraphs was used for each
second subject. The 84 subjects partici-
pated in the experiment for credit in an In-
troductery Psychology class.

Results

For all the experiments, tmeans were cal-
culated for each subject and each item in
cach condition; these means were analyzed
by analyses of variance across both sub-
jects and items, p < .05.

As predicted, responses were faster and
more accurate when the modifier (e.g.. de-
manding) was presented in the predicate
position (his critical boss was demanding),
978 ms and 4% errors, than when it was
presented in the prenominal position (his
demanding boss was critical), 1036 ms and
5% errors. The difference in response times
was significant, F1(1,83) = 11.5 and
F2(1.11) = 6.0. One of the two test words
(which was labeled first and which was la-
beled second was arbitrarily designated
when the paragraphs were written) had
slower response times than the other, by
46 ms. This difference was significant,
F1(1,83) = 4.7 and F2(1.11) = 5.1. How-
ever, the predicate position was facilitated
over the prenominal position for both test
words: the interaction between test word
and modifier position was not significant,
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&
F's ®% 1.0. The standard error of the mean
response times was 10.1 ms. No differences
in error rates reached significance, all F's
< 24.

Reading times for the sentences contain-
ing the modifiers and reading times for the
sentences that followed the modifier sen-
tences (the sentences that immediately pre-
ceded the test word) did not differ signifi-
cantly across experimental corditions. The
mean reading time for the modifier sen-
tences was 1784 ms (standard error of the
mean was 19.0 ms) and the mean reading
time for the final sentences was 1739 ms
(standard error of the mean was 14.3 ms).

For filler test words, mean response time
for correct positive responses was 1255 ms
(21% errors) and for correct negative re-
sponscs, 1083 ms (2% errors). For true test
sentences, correct responses averaged 2102
ms (10% errors). and for false test sen-
tences, correct responses averaged 2160 ms
(12% errors).

EXPERIMENT 2

In Experiment 1, the predicted result was
obiained: a modifier presented in a predi-
cate position was more accessible after an
intervening sentence than a modifier pre-
sented in a prenominal position. This result
is consistent with our hypothesis that dif-
ferent syntactic positions are associated
with differing degrees of prominence in a
discourse, and that these differine degrees
of prominence have consequences for how
a reader comprehends the discourse. In
particular, the result of Experiment 1 sug-
gests that more prominent discourse enti-
ties are more accessible in short-term mem-
ory during reading or remain jonger in
short-term memory than less prominent en-
tities.

There is one alternative explanation of
the result of Experiment | that immediately
presents itself, and that is that the predicate
modifier is associated with faster response
times because it is more recent relative to
the test point than the prenominal modifier.
In the George paragraph. the prenominal

modifier is eight words back from the test
point and the predicate modifier is only six
words back. However, this alternative
would predict that the difference between
predicate and prenominal modifiers would
appear only in a short-term memory test,
not in a long-term memory test. In contrast,
our hypothesis that the predicate modifier
receives more processing because of its in-
creased salience suggests that the differ-
ence should appear on both short-term and
long-term memory tests.

We have proposed that discourse entities
assigned to different syntactic positions re-
ceive different amounts of processing dur-
ing reading. Most theories of short-term
memory assume that the more a concept is
processed in short-term memory and the
longer it remains in short-term memory, the
more likely it is that the concept is encoded
into long-term memory (cf. Gillund & Shif-
frin, 1984). However, is it not clear whether
and how this assumption extends to a con-
cept presented as part of a discourse. While
the result of Experiment 1 suggests that a
more prominent syntactic position gives
more accessibility in short-term memory, it
is not clear whether this increased accessi-
bility represents the kind of processing that
would increase the probability of represen-
tation in long-term memory. As mentioned
in the introduction above, it has long been
thought that syntactic information is not
part of long-term memory for discourse

The purpose of Experiment 2 was to test
whether a concept associated with a syn-
tactically more prominent position in its
discourse was more accessible in the long-
term memory representation of the dis-
course than a concept associated with a less
prominent syntaclic position. The same
texts were used as in Experiment |, each
with two modifiers that could be switched
from prenominal to predicate position. Sub-
jects were given a senes of study-test lists.
For the study phase of each list, they read a
number of short paragraphs (all unrelated
to each other). For the test phase, they
were given a list of single words; for each
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word. they were asked to decide, as quickly
and accurately as possible, whether it had
appeared in any of the paragraphs they had
just read. We predicted that responses to a
word that had been read in the more prom-
inent predicate position would be faster
and/or more accurate than responses to a
word from the less prominent prenominal
position.

Method

Materials. The modifier texts were the
same as those used in Experiment 1, each
text with the same two test words. There
were 46 filler texts. One set of 32 fillers had
a mean length of 49.2 words (averaging 6.2
lines on the CRT screen), and the other set
of 14 fillers had a mean length of 29.1 words
(always three lines). For each filler text,
there were four test words that had ap-
peared in the text. Negative test words
were chosen from a pool of 966 words that
did not appear in any text.

Procedure. Experiment 2 began with a
short list of lexical decision test items, used
to give subjects practice with the response
keys. After this practice, there were seven
study-test list sequences. For the first study
list, 10 filler texts were presented. The re-
maining six study lists each contained four
of the modifier texts, four of the longer fill-
ers. and two of the shorter fillers, all pre-
sented in random order except that the
modifier texts were never in the first or the
last two positions of the study list. Each
test list was made up of 64 test words, 32
positive words from texts in the immedi-
ately preceding study list and 32 negative
test words. Except for the first test list, the
32 positive test words included the two
modifiers from each modifier text and 4 test
words from each filler text in the study list.
For each of the modifier texts, one of the
modifiers was tesied at some point in the
test list after the 20th position, and the
other modifier was tested at Jeast 10 posi-
tions later in the test list. The test position
immediately preceding each modifier was
filied by . positive test word from one of the

filler texts. Otherwise, the positions of test
words were chosen randomly.

In designing this experiment, we debated
whether the reading time for each text
should be controlled by the experimenter or
by the subject. Control by the experimenter
reduces variability across subjects and
items, but control by the subject allows the
subject to read at the night rate for whatever
level of comprehension the subject adopts
as his or her goal. Moreover, reading rate is
affected by the degree of accuracy needed
for reasonable performance on the test list.
Informing subjects each timé they make an
error increases accuracy, and making feed-
back aversive (by presenting an error mes-
sage for a long amount of time, e.g., 2000
ms) should increase accuracy even more.
Over the three long-term memory experi-
ments presented in this article, we tried
three different combinations of reading
time control and accuracy feedback. In Ex-
periment 2, reading time was controlled by
the experimenter, and errors were indi-
cated by a 2000-ms error message.

Each study list began with an instruction
to press the space bar of the CRT keyboard
to initiate the list. Then the texts were pre-
sented one at a time, for 10 s for filler texts
and for 6 s for modifier texts, with a i-s
blank interval between each text. Afier the
10th text, a row of asterisks was presented
for 2 s to signal the beginning of the test list.
Then the test words were presented one at
a time. A test word remained on the CRT
screen until the subject pressed a response
key on the keyboard (? for positive re-
sponses, z for negative responses). If the
response was correct, the next test word
appeared after a 50-ms blank interval. If the
response was not correct, the word ER-
ROR was presented for 2000 ms. Subjects
were instructed to respond quickly and ac-
curately.

Design and subjects. For each modifier
text, one of the two modifier words was
tested first in the test list, and it was studied
either in the predicate or the prenominal
position. Crossing these two variables re-
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sulted in four conditions, all presented as
the first test word from their text in the test
list. Whichever modifier was not tested first
was tested later in the test list, resulting in
the same four conditions. For example, for
the text about George above, critical was
tested first in two conditions (studied as
predicate and studied as prenominal) and
demanding was tested first in two condi-
tions (studied as predicate and studied as
prenominal). The four conditions for each
test word were crossed with four sets of
texts and four groups of subjects. Order of
presentation of materials was random (ex-
cept for the constraints mentioned above),
different for each second subject. The 28
subjects participated in the experiment for
credit in an Introductory Psychology class.

The design of Experiment 2 used both
modifiers as test words, but only one of
thein could be the first to access the repre-
sentation of the text in long-term memory.
In other research, the results obtained at a
second test position have been shown to be
affected by the first test. Dell, Ratcliff. and
McKoon (1981) found that evidence of text
structure disappeared at a second test: at
that point, all test words from a text had
about the same response times and error
rates. Thus, for Experiment 2, we expected
the first test position to show the effect of
syntactic salience, but did not know wheth-
er the effect would still be obtained at the
second test position.

Results

The prediction was that responses for
modifier test words would be facilitated
when the modifiers had appeared in their
texts in the predicate position relative to
the prenominal position. This facilitation
was obtained for both test positions: 837 ms
vs 903 ms (207 errors in each case) for
modifiers tested first in the test list and 863
ms vs 891 ms (16% errors vs 21% errors) for
modifiers tested second in the test list. The
effect was somewhat smalier for one of the
test words than the other, although which
was designated the first and which the sec-
ond had been decided randomly.

Analyses of variance on response times
showed the main effect of predicate versus
prenominal significant, F1(1,27) = 6.9 and
F2(1,46) = 7.1. The interaction between
predicate/prenominal and test word ap-
proached significance with items as the ran-
dom variable, F2(1,46) = 2.0, and was sig-
nificant with subjects as the random vari-
able, F1(1,27) = 4.9. Both test words
showed facilitation of predicate over
prenominal sentence position when they
were tested first in the test list; for first test
positions, the interaction between test
word and predicate/prenominal was not sig-
nificant when those responses alone were
analyzed (F's < 2.2). Why the predicate/
prenominal effect diminished for one of the
test words in the second test position is not
clear (see the discussion of Dell et al., 1981,
above). Other response time effects in the
experiment were not significant (F's < 1.1),
except that the effect of test position in the
itei..s analysis approached significance,
F(1.46) = 2.7. The standard error of the
response time means was 24 ms. For error
rates, none of the main effects or interac-
tions approached significance. Mean re-
sponse time for positive fillers was 862 ms
(24% errors) and mean response time for
negative fillers was 976 ms (30% errors).

EXPERIMENT 3

Experiments 1 and 2 were designed to
test whether the prominence associated
with a modifier in a predicate position led to
increased accessibility immediately after a
discourse was read and whether it led to
increased accessibility in the long-term
memory representation of the discourse.
Both effects were obtained. In Experiment
1, increased syntactic prominence was con-
founded with recency, but recency should
affect only the test of short-term memory.
Because the prominence effect was also ob-
tained in the test of long-term memory, re-
cency is probably not the explanation of the
result from Experiment 1. Instead, we at-
tribute the results of both Experiments |
and 2 to syntactically determined salience.

However, the syntactic prominence of
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the predicate position was confounded with
another, simple variable: the modifier in the
predicate position was always the last word
of its sentence. The results of Experiments
1 and 2 may reflect, not syntactic promi-
nence, but instead prominence associated
with the last word of a sentence as com-
pared with other words in the middie parts
of a sentence. In Experiment 3, we elimi-
nated this confound by adding adjunct
phrases to the ends of the modifier sen-
tences. The sentences about George be-
came:

George is having second thoughts about
his new job.

His critical boss is demanding at times.
or His demanding boss is critical at times.

With the adjunct phrase added, neither
the predicate nor the prenominal modifier
appears at the end of the second sentence.
Experiment 3 was also designed to general-
ize the results of Experiment 2 by changes
in procedure: The reading time for the texts
was controlied by the subjects, not the ex-
perimenter, and less emphasis was placed
on the accuracy of responses in the test list.

Method

Materials. The same materials were used
as in the preceding experiments except that
an adjunct phrase was added 1o the end of
each second sentence of the direct object-
indirect object 1exts, as shown above for
the George text. The number of words in
the adjunct phrases varied from two to
four,

For both the modifier texts and the filler
texts, only the first two sentences of each
text were used in this experiment. Subjects
had found Experiment 2 very difficult, and
we thought that reducing the length of the
texts would make it easier. There was a
pool of 66 filler paragraphs, each with two
lines as displayed on the CRT screen, av-
eraging 20 words in length. There were two
positive test words for each paragraph.
Ncgative test words were drawn from a
pool of words that did not appear in any
text, the same pool as in Expeniment 2.

Procedure, design, and subjects. The

procedure and design were almost the same
as those for Experiment 2; there were only
the following differences: The study lists
each contained four of the modifier texts
and eight filler texts. Each test list was
made up of 40 test words, 20 positive and 20
negative. For each of the modifier texts,
one of the modifiers was placed at some
point in the test list after the eighth posi-
tion, and the other modifier was placed at
least eight positions later. Subjects con-
trolled the reading time for each text by
pressing the space bar when they had fin-
ished reading each text. There was a 1-s
blank interval after each text. In the test
list, if a response was not correct, the word
ERROR was presented for 500 ms (as com-
pared to 2000 ms in Experiment 2). The 24
subjects participated in the experiment for
credit in an Introduciory Psychology class.

Results

It was predicted that response times for a
modifier test word would be faster when
the modifier had been presented in the
predicate position, even though the predi-
cate position was not the last word of its
sentence. This is the result that obtained,
but only for the first test position. Because
the results were different at the two test
positions, we analyzed them separately.

At the first test position, response times
for predicate modifiers averaged 733 ms
(4% errors) and response times for prenom-
inal medifiers averaged 780 ms (5% errors).
This difference was significant, F1(1,23) =
4.7 and F2(1,20) = 7.3. The effect of which
of the two words was tested and the inter-
action of predicate/prenominal and test
word were not significant, F's < 2.2. The
standard error of the response time means
was 21.2 ms. There were no significant ef-
fects on error rates, F's < 1.0.

A1 the second test position, the standard
error of the response times means, 31 ms,
was muc,. greater than at the first test po-
sition. This larger standard error may have
contributed to the failure to find an effect of
predicate versus prenominal study position
in the second test position. Response times
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for predicate modifiers averaged 786 ms
(5% errors) and response times for prenom-
inal modifiers averaged 792 ms (7% errors).
In the subjects’ analysis, o:): test word was
responded to more quickly than the other,
F1(1.23) = 4.7, but the effect was not sig-
nificant in the items’ analysis, F2(1,20) =
2.2. The main effect of predicate/pre-
nominal position and the interaction of pre-
dicate/prenominal and test word were not
significant, F's less than 2.5.

The mean reading time for the two-
sentence modifier texts was 4916.5 ms,
with a standard error of 194 ms. The mean
response time for positive filler test words
was 798 ms (8% errors) and for negative test
words. it was 1066 ms (59% errors). Note
that subjects had a strong bias to respond
yes, which led to fast yes responses and a
high error rate for negative test words.
Nevertheless, for the first test position, the
predicate/prenominal variable still had a
significant effect.

EXPERIMENT 4

Experiments 1 through 3 show the effect
of syntax on the relative accessibilities of
different propositions. The proposition that
George's boss is demanding can be made
more or less accessible by moving it from
one syntactic position (main clause predi-
cate) to another (prenominal modifying
phrase). Experiment 4 examined a second
syntactic effect, the relative salience asso-
ciated with the different syntactic positions
to which the arguments of a verb can be
assigned.

The librarian w as furious when she got to
work today.

Somebody had inseried some magazines
inside some newspapers late last night.
or

The librarian was furious when she got 10
work today.

Somebody had inserted some newspa-
pers inside some magazines laie last nighi.

In this text, the proposition with the verb
inser: has three arguments: somebody.
magazines, and newspapers. In one ver-
sion, magazines is linked to the direct ob-

ject position, and in the other, it is linked to
the indirect object position. In the introduc-
tion 1o this article, we reviewed the linguis-
tic notion that an entity in the direct object
position is taken to be more affected by the
verb, and we suggested that more affected
entities were associated with greater prom-
inence. Greater prominence, in turn, we
hypothesized to be associated with greater
accessibility in the mental representation of
a text,

In Experiment 4, we used texts like the
one above about the librarian. Subjects
were given a series of study-test lists, as in
Experiments 2 and 3, and the direct and
indirect objects (magazines and newspa-
pers) were presented for recognition in the
test lists. We predicted faster and/or more
accurate responses for the objects when
they had appeared in the direct object po-
sition than in the indirect object position.
For the librarian text, magazines would
have faster and/or more accurate responses
with the first version of the second sen-
tence than the second version. Each of the
object sentences ended with an adjunct
phrase so that the indirect object was never
the final word of its sentence.

Method

Materials. There were 28 paragraphs
each with two objects that could be
switched between the direct object and the
object of preposition positions. Each para-
graph began with a lead-in sentence (these
averaged £.75 words) and then continued
with a sentence containing the two objects
(averaging 10.7]1 words). This sentence had
the form: subject noun phrase, verb, object
noun phrase, prepositional phrase, adjunct
phrase. The two objects were used as test
words. These paragraphs were displayed in
two lines on the CRT screen. The same
filler paragraphs and pool of negative test
words were used as in Experiment 3.

Procedure, design, and subjects. The ex-
periment differed from Experiment 2 only
in the following respects: Each of seven
study lists contained four of the objects
texts and eight filler texts. Each test list was
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made up of 40 test words, 20 positive words
from texts in the immediately preceding
study list and 20 negative words that had
not appeared in any studied text. For each
of the object texts, one of the objects was
tested at some point in the test list after the
eighth position, and the other object was
tested at least eight positions later in the
test list. Subjects controlled the reading
time for each text by pressing the space bar
when they had finished reading each text.
There was a 1-s blank interval between
each text. If a response to a test word was
not correct, the word ERROR was pre-
sented for 2000 ms, as in Experiment 2. The
32 subjects participated in the experiment
for credit in an Introductory Psychology
class.

Results

As predicted, responses for object test
words were faster when the object had been
presented in its text as a direct object than
when it had been the object of a preposi-
tional phrase. The facilitation for the direct
object was apparent when the object was
tested at the first test position in the tes
list: response times were 679 ms (7% e
rors) versus 704 ms (6% errors); and when it
was tesled in the second test position: 66!
ms (5% errors) versus 683 ms (4% errors).
The amount of facilitation was significant,
Fi1(1,31) = 6.3 and F2(1,27) = 4.6. The
amount of facilitation did not interact either
with test position or with which of the two
object words was tested, F's < 1.3. Re-
sponses for the second test position were
faster than for the first, approaching signif-
icance, F1(1,31) = 3.1 and F2(1,27) = 3.6,
and the interaction of test position and test
word was significant, F1(1,31) = 5.4 and
F2(1,27) = 4.1 (although which test word
was designated first vs second had been de-
cided randomly). Standard error of the re-
sponse time means was 18.8 ms. The only
significant effect for error rates was that
there were more errors in the first test po-
sition, F1(1,31) = 4.2 and F2(1,.27) = 4.3.

Reading times for the two-sentence ob-
ject texts averaged 5104 ms with a standard

error of the mean of 89.8. Responses on
nositive filler test words averaged 728 ms
(6% errors), and responses On negative
filler test words averaged 974 ms (49% er-
rors).

GENERAL DiscussioN

The experiments presented in this article
were designed from a theoretical view of
text processing by which syntactic informa-
tion is assumed to influence the relative sa-
lience of different pieces of text information
during reading, and in so doing. helps to
determine how much attention is given to
different pieces of information. More atten-
tion for some concept or proposition trans-
lates, we assume, into more processing for
a longer peniod of time in short-term mem-
ory.

The experiments presented here test the
first and most immediate consequences of
this theoretical view. The parts of a text
that are expressed in more salient syntactic
positions should be more available immedi-
ately after they are read. and they should be
more accessible in the long-term memory
representation of the text. In the first three
experiments, we manipulated whether a
proposition was placed in a syntactic
position of greater prominence--a main
clause—or lesser prominence—a modifying
phrase. The modifier in the more prominent
position was more available immediately
after reading, and it was also more &:cessi-
ble in long-term memory. In Experiment 4,
we manipulated whether an argument of a
verb was placed in the direct object posi-
tion or an indirect object position, and, as
predicted, arguments in the direct object
position were more accessible. Like the re-
sults of Experiments | through 3, this result
points to the role of syntax in guiding dis-
course processing. It also provides expen-
mental evidence to support the linguistic
claims about the different degrees of affect-
edness associated with different syntactic
positions for the arguments of a verb.

While differences in accessibility are
the most immediate consecuences of syn-
tactic variables, the most important conse-
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quences may be those that result more in-
directly from the extra short-term memory
processing given to more prominent pieces
of information. Extra processing may affect
how the text information is organized and
what information is included in the final
representation of meaning that is eventually
constructed for the text. How this would be
accomplished is easy 1o speculate about
(see below), given current models of text
processing. But, first, we should consider
the sizes of the effects in our experiments.

We need to consider whether the results
of our experiments are an example, to put it
metaphorically. of the cup being half full or
half empty. So far, we have emphasized
that the experiments did in fact produce the
results that were predicted. However, the
effects were small. Across the three long-
term memory experiments, the response
time differences between syntactically
more and less prominent test words were
66, 47, and 25 ms on a baseline of 700-900
ms (for first test positions in Experiments 2,
3. and 4, respectively). Are these effects big
enough that a large theoretical structure
can be built upon them? Of course, the an-
swer is that we don't know. However, cer-
tainly when we speculate theoretically
about syntax in discourse processing, the
size of the effects should constrain our
thinking.

A theory about the role syntax might play
in discourse processing can be constructed
out of two kinds of already existing models:
Kintsch’s model (1988) for the processing
of propositions and the compound cue
models for memory access (Dosher &
Rosedale, 1989; Ratcliff & McKoon, 1988;
McKoon & Ratc.iff, 1992b; Ratcliff &
McKoon, 1993). First, consider Kintsch's
mode) for how propositions are processed
through short-term memory and encoded
into long-term memory. Givon (in press)
has proposed that ‘*grammatical devices'
are signals that tngger mental operations;
he views grammatical signals as ‘‘mental
processing instructions.’’ This idea can be
made concrete in Kintsch’s model in order

to show how syntactic prominence could
come to influence the organization of the
propositions of a text. In the model, prop-
ositions are processed in cycles. On each
cycle, some number of propositions is input
1o the processing system, where they are
connected to each other by argument repe-
tition (i.c., any two propositions that share
a8 common argument are connected to each
other). The only connections that are made
(without searches of long-term memory)
are those between propositions that are in
short-term memory at the same time. At the
end of a cycle, all but a small subset of the
propositions in short-term memory are
transferred to long-term memory, and a
new cycle with new input propositions be-
gins. Currently, the model chooses which
propositions to keep in short-term memory
from one cycle to the next according to how
closely they are connected to the original
topic of the text and how recently they were
mentioned in the text. However, it would
be straightforward to change the model so
that concepts in more prominent syntactic
positions were preferentially maintained in
short-term memory from one cycle to the
next. Preferential maintenance would then
allow them to be connected to propositions
in the next input cycle, creating connec-
tions that would not otherwise be formed.
Thus, simply holding syntactically salient
information longer in short-term memory
(through extra processing cycles) could cre-
ate an organization of the propositions that
would be influenced by syntactic salience.
Holding salient information longer would
also predict the results of our experiments:
a mc:: salient concept would be more ac-
cessible a sentence after it was mentioned
than a less salient concept (Experiment 1),
and a more salient concept would be more
strongly represented in long-term memory
(Experiments 2, 3, and 4) because it would
have had more time to accumulate strength
of encoding into long-term memory and/or
more time 10 build its strength of connec-
tions to other encoded items (cf. Gillund &
Shiffrin, 1984).
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It is not only plausible that the organiza-
tion of the propositions in the final repre-
sentation of a text would be affected by
holding syntactically prominent proposi-
tions over from one cycle 1o the next, but
also consistent with other current results.
Kintsch (1992) has simulated the effects of
adding syntactic preference rules to his
model, and the final organization produced
by the model does, in fact, change when the
rules are added. There is also one empirical
finding that is consistent with the notion
that syntactic salience affects how proposi-
tions are connected together. McKoon,
Ward, Ratcliff, and Sproat (in press; see
also Ward, Sproat, & McKoon, 1991) ex-
amined syntactic salience and pronominal
reference with texts from which 1 and 2 be-
low are taken:

1. ... lately he's taken up deer hunting.

He thinks thai they are really exciting to
track.

2. ... lately he's 1aken up hunting deer.

He thinks that they are really exciting 10
track.

In the second sentences of both exam-
ples, the pronoun they is intended to refer
to deer. In the first sentence of 1, deer :
placed in a modifier position and in the first
sentence of 2 it is the object of the verb
hunting. As indicated by the results of the
experiments above, the modifier position
should be less prominent and so should
make deer less salient. In terms of cycles of
propositions through short-term.memory,
decreased salience translates into lower
probability of staying in short-term mem-
ory. So if a cycle ends after the first sen-
tence of these examples, deer will be less
likely to be in short-term memory for the
beginning of the second sentence in exam-
ple 1 than in example 2. As a result, under-
standing the referent of rhey will be more
difficult in the first example than the sec-
ond. This prediction was confirmed by
McKoon et al.'s experiments (in press):
reading times for the second sentences
were longer for the first example than the
second. consistent with pronoun resolution

taking more time in the first example than
the second (see McKoon et al. for expeni-
ments that rule out a number of alternative
explanations for this result).

The plausibility of the idea that syntactic
prominence contributes to preferential
maintenance of propositions in short-term
memory, as well as the results of Kintsch's
(1992) simulations and McKoon et al.’s ex-
periments, all point to the effects of syntac-
tic variables on the long-term memory or-
ganization of text information. However,
the organization of the propositions given
by a text is not the only part of text pro-
cessing that might be influenced by prefer-
entia] maintenance in short-term memory.
Preferential maintenance might also allow
propositions and concepts to be combined
in short-term memory in ways that they
otherwise might not be, and therefore allow
them to form cues for memory retrieval that
would not otherwise be formed. Compound
cue models of memory retrieval (Dosher &
Rosedale, 1989; Ratcliff & McKoon, 1988,
1993) based on the global memory models
(e.g., Gillund & Shiffrin, 1984; Hintzman,
1988; Murdock, 1982) claim that a familiar
relation between two or more concepts is
recognized if and only if the concepts are in
short-term memory at the same time. Being
in short-term memory at the same time
means that the concepts form a compound
cue with which they can jointly access
memory. For example, the familiar relation
between green and grass would be appar-
ent if they were near enough together in a
text that they could be in short-term mem-
ory at the same time (see Foss & Speer,
1991, for a discussion similar to this one). In
traditional lexical decision priming experi-
ments, words like green and grass are pre-
sented in lists of single words, and the fa-
cilitation given by green to grass is ob-
served only if grass immediately follows
green or they are separated by only one or
two other items (McNamara, 1992; Ratcliff,
Hockley, & McKoon, 1985; Ratcliff &
McKoon, 1978; 1988, 1993). This indicates
that, for a list of single items, the compound
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cue for memory retrieval contains only two
or three of the most recent words. But if the
words are not just a list of unrelated con-
cepts but instead form a text, then the com-
pounds for memory retrieval will almost
certainly be different. They may contain
concepts, semantic propositions, the verba-
tim words of the text, and so on (see Rat-
cliff & McKoon, 1988), and which of these
are held from one processing cycle to the
next will not be determined only by re-
cency, but also by how closely a concept or
proposition is connected to the text's topic
and, we suggest, by how prominent the
conceptl or proposition is in the syntactic
structure of the text. If green is placed in a
syr. ctically prominent enough position, it

. /  may still be in short-term memory when

) g-ass is read. even if grass appears many
words later in the text. The relation be-
tween green and grass that was thus made
apparent could potentially change how the
text was understood. and so change the en-
coded meaning of the text.

The syntactic effects on text processing
that we have demonstrated in the experi-
ments reported here are small. Concepts
linked 0 syn'actically more prominent po-
sitions were more accessible in both short-
term and long-term memory tests, but not
dramatically so. In this discussion, we have
speculated that even these small effects
might have powerful consequences for the
organization and content of the mental rep-
resentation of discourse. Syntactic **mental
processing instructions'’ (Givon, in press)
might, for some pieces of information.
mean a little more time spent in short-term
memory, and allow a littie extra processing,
and whether that means a lot for compre-
hension of a text as a whole is a subject for
further research.
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Spreading Activation Versus Compound Cue Accounts of Priming:
Mediated Priming Revisited

Gail McKoon and Roger Ratcliff
Northwestern University

Spreading activation theories and compound cue theories have both been proposed as accounts
of priming phenomena. According to spreading activation theories, the amount of activation
that spreads between a prime and a target should be a function of the number of mediating links
between the prime and target in s semantic network and the strengths of those links. The amount
of activation should determine the amount of facilitation given by a prime to a target in lexical
decision. To predict the amount of facilitation, it is necessary to measure the associative links
between prime and target in memory. Free-association production probability has been the
vaniable chosen in previous research for this measurement. However, in 3 experiments, the
authors show priming effects that free-association production probabilities cannot easily predict.
Instead, they argue that amount of priming depends on the familiarity of the prime and target
as a compound, where the compound is formed by the simultaneous presence of the prime and

target in short-term memory as a test item.

An important function of memory is to provide the infor-
m’ o necessary for an integrated understanding of the var-
10us objects that we encounter. People, words, and objects do
Lot occur in isolation; rather, they occur in some larger
context, and memory must provide the means of integrating
the individual parts into the unified context. Memory proc-
esses use multiple cues to focus on some relevant subset of
the vast amount of information in memory. For example,
housewives in the context of children evokes a different set of
information than housewives in the context of careers, or
housewives in the context of linoleum (Light & Carter-Sobell,
1970; Tulving & Thomson, 1973). Currently, two classes of
theories have been proposed to explain how focusing is ac-
complished: spreading activation theories and compound cue
theor s. In this article, we show that one set of published data
(McNamara & Altarniba, 1988), claimed to be consistent only
with spreading activation theories, can also be accommodated
by compound cue theories.

Spreading activation is assumed to work within a semantic
memory network. The network consists of a set of intercon-
nected nodes, with each node representing a concept. Nodes
are connected to each other if they are related by prior
association (baby-mother), if they have been recently studied
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together (baby-concrete in the sentence The baby hit the
concrete), or if they share semantic features. When a concept
is presented to the system, activation of the node representing
the concept is increased, and activation spreads through the
network, temporarily increasing the activation of nearby con-
cepts. The amount of activation given to nearby concepts is
a function of the distance between them and the input con-
cept, or the relative strengths of the links between them and
the input, or both. It is this spread of activation that leads to
focusing on information relevant to the input. This process
also accounts for the phenomenon of priming, whereby pres-
entation of one item—a prime—facilitates responses (0 a
subsequent, related item—the target.

Compound cue theories have recently been proposed by
Ratcliff and McKoon (1988) and Dosher and Rosedale
(1989). The mechanism by which focusing is said to occur in
a compound cue theory is very different from that proposed
by spreading activation. There is no temporary activation of
information in the long-term memory system. Instead, items
presented to the system are assumed to join together in short-
term memory to form a compound cue. This compound cue
is assumed to have some degree of familiarity, where famil-
iarity is determined by the strengths of associations between
the compound in short-term memory and items in long-term
memory. The familiarity value is assessed by direct access to
a composite long-term memory or by parallel comparisons to
all items in long-term memory (depending on specific global
memory model implementation). In the compound cue view,
focusing i~ accomplished by means of a matching process that
matches compounds formed from items that co-occur in
short-term memory against all the items in long-te-m mem-
ory. Priming phenomena are consistent with compound cue
theories because a response to the second of two items in a
compound will be facilitated by a high familiarity value for
the compound. What determines the value of familiarity
depends on the task. For recognition, the global memory
models spell out in detail how familiarity is computed from
factors involved at encoding (i.c., the probability that features
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of an item are encoded or that strength of the item is built
up). Ip lexical decision, familiarity would be based on other
factors such as preexperimental familiarity, frequency, learned
associations (McKoon & Ratcliff, 1979, 1989), and semantic
relatedness or association.

The compound cue mechanism can be implemented in a
number of current memory models (Gillund & Shiffrin, 1984;
Grossberg & Stone, 1986; Hiatzman, 1986; Murdock, 1982).
The key to all the implementations is a boost in the familiarity
value for a compound when items in the compound are
mutually associated in long-term memory. For example, in
an implementation of Hintzman’s or Murdock’s models,
associated pairs of items (for two-item compounds) are stored
in a single vector or convolution of two vectors, respectively
(see Ratcliff & McKoon, 1988). If a prime-target probe
matches a stored pair, the value of match will be much larger
than if the probe pair partly matches different pairs (e.g., if
A-B is stored, then the probe A-B will have a high degree of
match; the probes A-C and D-B will have much lower degrees
of maich). In Hintzman's model, this is because the degree of
mat:h ‘nvolves a cubing operation, and in Murdock's model,
a pari:~! match (A-B with A-C) of a convolution is no better
than a match between unrelated pairs. The Gillund-Shiffrin
model differs from Hintzman's and Murdock’s models in that
the degree of match for a compound depends both on direct
associations in memory between the two words in the com-
pound and on associations between the two words and one
intermediate concept (but only such two-step associations,
not more than two). Multiplication of the strength of associ-
ation of the words in the compound with their mutually
associated concepts in memory gives the nonlinearity required
to boost the match value.

Because priming phenomena have been such a major
source of evidence for the spreading aciivation mechanism,
they have provided the grounds for confrontation between
spreading activation and compound cue theories. Ratcliff and
McKoon (1988) summarized a number of priming effects and
their explanations in terns of each class of theory. For ex-
ample, they showed tha: voth spreading activation and com-
pound cue theories can account for automatic and strategic
priming processes, empirical characteristics of the temporal
onset of priming, effects of neutral primes, forward and
backward priming effects, and priming of ambiguous words.
More telling were comparisons between the theories’ accounts
of the decay function for priming effects and of the range of
priming effects.

Decay of priming refers to the finding that, as other test
items intervene between prime and target, the amount of
facilitation on the target is reduced. According to compound
cue theories, decay must occur rapidly because the effect of
an earlier prime must be small and must get smaller as the
prime is less likely to be included in the compound and
weighted less in calculating familiarity. Thus, for the com-
pound cue mechanism, decay is a function of items interven-
ing between prime and target in short-term memory. Spread-
ing activation, on the other hand, is not affected by the
contents of short-term memory (but see ACT®; Anderson,
1983). Activation decays as a function of time, and the rate
is a free rarameter, constrained only post hoc bv empirical

data. Ratcliff and McKoon (1988) tested these two views of
decay against each other. In their experiments, the time delay
between an associated prime and target was held constant,
and the variable was whether a third, unrelated item inter-
vened between them. By the spreading activation hypothesis,
the intervening item should have had no effect on the level
of activation of the target, and so no effect on the amount of
priming from the prime to the target. But, in fact, the inter-
vening item did reduce the priming effect, as predicted by a
compound cue mechanism in which the intervening item
would “bump” the prime out of the compound in short-term
memory.

The range of priming is defined as the number of concepts
across which priming should occur. For example, consider a
story that is made up of a number of propositions connected
in a linear fashion such that each proposition is directly
connected only to the proposition that occurs temporally
before it and the proposition that occurs temporally after it
(Ratcliff & McKoon, 1988). According to spreading activation
theories, input of a concept from one of the propositions
should give rise to activation spreading from the input concept
through the temporal chain to concepts in the other proposi-
tions. The amount of activation at any one proposition will
be a function of its distance from the input concept (see
Ratcliff & McKoon, 1981, for discussion of the temporal
dynamics of this process). The maximum distance at which
there will still be significant amounts of activation is not
determined by any intrinsic assumption of the spreading
activation theories but instead is a post hoc parameter set to
account for available data. In contrast, for the compound cue
mechanism, the range of priming effects is completely con-
strained by the architectures of the models in which the
mechanism is implemented. In the Gillund-Shiffrin imple-
mentation (1984), priming between two concepts can occur
only if they are directly connected to each other or if they are
separated by no more than one intervening concept. In im-
plementations with Hintzman's model (1986) or with Mur-
dock’s model (1982), the two concepts must be directly con-
nected. When Ratcliff and McKoon (1988) tested the range
of priming, they found results in accord with the compound
cue mechanism. Using concepts from linearly structured sto-
nies, they found a strong priming effect when the prime and
target concepts were directly connected or separated by only
one concept. But priming effects were at a minimum when
the prime and target were separated by only four other con-
cepts, and the priming effect was no larger for four intervening
concepts than for six.

Both the decay of priming and range of priming functions
provide tests that could have potentially falsified the com-
pound cue theories. But empirical resulits did not falsify these
theories; results were exactly as predicted by the compound
cue mechanism. However, the results can also be explained
by spreading activation theories as long as parameters of those
theories are set to accommodate the data. Thus, although
compound cue theory has been subjected to more stringent
tests than spreading activation, both the compound cue and
spreading activation mechanisms are still viable hypotheses.

The purpose of this article is to address another empirnical
test of the range of priming, a test that has been claimed to
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show support for spreading activation theories over com-
pound cue theories. The finding has been labeled “mediated
priming.” A mediated prime-target pair is a pair of words
assumed to be connected in memory not directly but only via
a third concept. Priming would be said to occur for a mediated
pair if the response to the target were facilitated by the prime
(where priming is usually measured in lexical decision re-
sponse times). Mediated priming is claimed to be problematic
for (some) compound cue theories because these theories
predict that facilitation will occur only when the relation
between prime and target is direct, not when it is mediated.
In this article, we challenge this claim by arguing that me-
diated primes and targets are actually directly (although
weakly) related.

In previous research designed to support spreading activa-
tion theories, mediated priming effects have been predicted
from free-association production probabilities. The assump-
tion has been that the amount of facilitation given by a prime
10 a target can be predicted by the probability that the prime
will produce the target (directly or indirectly) in free associa-
tion. This assumption is explicit in the experimental work of
de Groot (1983), Balota and Lorch (1986), and McNamara
and Altarriba (1988). For example, if animal is produced as
a free associate of deer with a high probability, then animal
would be said to be directly associated to deer, and deer
should facilitate responses to animal. For indirect associa-
tions, a prime is said to be connected to a target via a mediator
if the mediator is produced as an associate of the prime, the
target is produced as an associate of the mediator, and the
target is nor produced as an associate of the prime. Deer and
vegetable would be said to be mediated if deer produced
animal in free association and animal produced vegelable,
but deer did not produce vegetable. By spreading activation
views, the prime of a mediated pair (deer) should facilitate a
lexical decision on the target (vegerable) via activation spread-
ing among the prime, mediator, and target (although the
amount of facilitation would be reduced because the prime
and target are not directly connected). Reliance on free asso-
ciation to predict priming effects was stated explicitly by
Balota and Lorch (1986). “If the mediated target does not
occur across associates given either within a subject or across
subjects, then it is highly unlikely that there is a direct asso-
ciation from the mediated prime to the mediated target™ (p.
338).

We take this logic (or definition) one step further. If a target
does not occur across associates to the prime, and it does not
occur across associates of associates of the prime, then it is
highly unlikely that there is a mediated association between
the prime and target. And if there is no direct or mediated
association, then according to spreading activation theories,
there should be no facilitation from prime 10 target. It is
critical to note that Balota and Lorch’s statement is the only
statement we have been able to find that provides an explicit
empirical method for determining mediation. No method
other than free association has been suggested for finding out
whether pairs are mediated or not (except intuition).

We show that, in fact, there is facilitation for pairs of words
that fulfill the conditions of no direct or mediated associations.
Two conclusions can follow from this demonstration. Either
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spreading activation accounts of priming are wrong, or free
association does not provide an infallible index of associative
links in memory. If free association does not provide an
infallible index, then it may be that all pairs of words that
exhibit priming are actually directly connected in memory
(with various degrees of strength), and contrary to previous
claims, findings of mediated priming are fully consistent with
compound cue theories because they are actually demonstra-
tions of direct priming.

We took as the starting point for our experiments nonme-
diated prime-target pairs—pairs for which we thought the
prime and target should be weakly and directly associated but
for which the target would not be produced in free association
either as a response to the prime or as a response to any
associate of the prime. For these pairs, we used as primes
words that were primes in Balota and Lorch’s materials. Deer-
grain is an example. Grain is not strongly associated to deer,
grain is not produced as a response 10 deer in free association.
But deer and grain are likely to be (weakly) directiy associated
because grain is something deer can eat. From the compound
cue theories, we predicted that weakly and directly associated
pairs of words would show small but significant priming
effects. The priming effects depend on the weak direct asso-
ciation in long-term memory that is cued by the presence of
both words of the pair in the compound formed in short-term
memory. It is the simultaneity of their presence in short-term
memory that gives rise to a high value of familiarity. From
the reasoning used in previous tests of mediated priming (¢.g.,
Balota & Lorch, 1986), these nonmediated pairs should not
exhibit priming because free association shows no connection
between the prime and target.

In the first experiment, we used pairs of two types. The
pairs of the first type (previously used by McNamara &
Altarriba, 1988) had mediating concepts through which acti-
vation could hypothetically spread among prime, mediator,
and target; deer-vegetable with the mediator animal is an
example. We label these pairs the McNamara-~Altarriba pairs.
Pairs of the second type, for example, deer-grain, did not
have mediators through which activation could spread (ac-
cording to free-association productions); we label these the
McKoon-Ratcliff pairs. We measured the facilitation given
by the prime of each pair to the target, using lexical decision
as the response task. If the spread of activation is measured
by free association, then according to spreading activation
theories, there should be facilitation only for pairs with me-
diators, not for pairs without mediators. But for the com-
pound cue theories, the existence of a mediator is irrelevant
to the lexical decision response; facilitation should depend
only on the familiarity of the pair of words as a compound,
and if the familianity of the two types of pairs is equal, then
the amount of facilitation should be equal. (Note that by
“familiarity” we mean the theoretical construct postulated by
the compound cue theories, which is not necessarily the same
as the empirical “familiarity” that is sometimes measured by
subjects’ ratings.)

Results were consistent with the compound cue view—
there was facilitation for both types of pairs and about the
same amount of facilitation. In the second experiment, a
diflerent and larger set of nonmediated paurs was used, and
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again there was significant facilitation. These first two exper-
iments showed that facilitation effects are not predicted by
free association. The goal of the third experiment was to
determine whether facilitation effects might be predicted by
another variable, the frequency with which the two words of
a pair co-occur in natural language.

In the final section of this article, we discuss how free-
association production probabilities fail to predict priming
effects and what other variables might be used to predict
priming effects.

Experiment |

Experiment | used two sets of materials, the McNamara-
Altarriba mediated pairs, previously developed by Balota and
Lorch (1986) and McNamara and Altarriba (1988), and the
McKoon-Ratcliff nonmediated pairs. Balota and Lorch col-
lected free-association data in order to determine, for each
pair, that the target was produced as *n associate of an
associate of the prime but that the target was not produced as
a direct associate of the prime. Balota and Lorch showed that
the primes of these pairs facilitated naming responses to the
targets, and McNamara and Altarriba showed that the primes
facilitated lexical decisions to the targets. Facilitation was
measured against a control condition in which primes and
targets were randomly re-paired to give an unrelated prime
for each target. For these pairs, we expected to replicate
McNamara and Altarriba’s finding of a small but significant
priming effect in lexical decision.

The McKoon-Ratcliff pairs were made up of a prime from
a pair used by Balota and Lorch (1986) and McNamara and
Altarriba (1988), and a new target. The new target was a word
we thought to be weakly and directly related to the prime but
not produced directly as an associate of the prime in free
association nor as an associate of an associate of the prime. If
spreading activation is measured by free-association re-
sponses, then spreading activation theories predict either that
priming will be reduced for these pairs relative to the Mc-
Namara-Altarriba pairs, or that there will be no significant
priming. Compound cue theories predict that the amount of
priming will reflect the familiarity of the prime-target pairs.
If the familiarity for the McKoon-Ratcliff pairs is as high as
the familiarity for the McNamara-Altarriba pairs, then the
amount of priming will be the same for the two kinds of pairs.

McNamara and Altarriba (1988) showed that priming in
lexical decision with their pairs can be obtained only under
certain experimental conditions. Their data indicated that the
relation between the prime and the target of 2 mediated pair
should not be obscured by the relations between much more
highly associated primes and targets. Our goal with the
McNamara-Altarriba pairs was simply to replicate the prim-
ing previously obtained by McNamara and Altarriba so that
we could compare it to priming with the McKoon-Ratcliff
pairs. Therefore, we replicated McNamara and Altarriba's
experimental design exactly (McNamara & Altarriba, 1988,
Experiment 2, mediated-only condition), and in particular,
there were no highly associated primes and targets in our
experiment.

In presenting Experiment |, we first describe the results for
lexical decision priming, showing that small but significant
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amounts of priming are found for both the McNamara-
Altarriba and McKoon-Ratcliff pairs. Then we describe a
number of follow-up analyses of the two sets of pairs, in which
we compare them using free-association production statistics
and ratings of prime-target relatedness. Among all the follow-
up analyses, the only difference between the two kinds of
pairs is that the McNamara-Altarriba pairs have mediating
concepts. Hence, we argue that there are no confounding
variables that might provide spreading activation theories with
the means to discount nonmediated priming.

Method

Subjects. The subjects in the lexical decision experiment were 88
students from an introductory psychology course, participating in the
experiment for credit in the course. The experiment described here,
about 10 min in length, preceded another experiment of about 30
min that is not relevant to this article. One group of 44 students was
tested with the McNamara-Altarriba pairs. We used the exact lists of
stimuli used by McNamara and Altarriba. The second group of 44
students was tested with the McKoon-Ratcliff pairs that we gener-
ated.!

Materials. For the group of subjects who were tested with the
McNamara-Altarriba pairs, the materials were exactly the same as
those used by McNamara and Altarriba, and a complete description
is given in McNamara and Altarriba (1988, Experiment 2). These
materials included words of the 48 triples from Balota and Lorch
(1986) and 48 nonwords,

For the group of subjects who were tested with McKoon-Ratcliff
pairs, the matenials included the new nonmediated pairs, filler words,
and nonwords. The new pairs were constructed from the 48 triples
used by McNamara and Altarriba, where each triple was made up of
a prime, a mediator, and a target (e.g., cat, mouse, cheese). The two
words in the constructed pair were the onginal prime (car) and a new
word 10 be used as target (mear). The new target was chosen to share
meaning with the prime in somewhat the same way as the old target
did, but we intended that there would be no direct mediator between
the prime and the new target. For caz, for exampie, we could think
of no highly associated mediator that would lead to mear, but we
thought that the overlap in meaning was about the same because
meat and cheese are both things that animals eat. We constructed
pairs like this for 20 of the 48 triples, as follows: lion-spots. beach-
bag, deer-grain, nurse-teacher, war-noisy, eyes-iasie, soap-eat, cal~
meat, rough-cotion, ceiling-drapes. hard-wool. navy-gun, moon-
cold, flower-root, window-roof, school-go, birthday-pudding, oyster~

*Our first effort to replicate McNamara and Aharriba’s (1988)
findings was not successful, and 30 it is important 1o describe details
of our procedure exactly and completely. When we failed to replicate,
we used test lists that we constructed from the Balota and Lorch
(1986) matenials rather than McNamars and Altarribe’s lists, the
experiment was conducted in the winter and spring quarters, the
experimenter was sometimes an undergraduate work-study student,
and many subjects were participating in their second or third reaction-
time experiment in our laboratory. When we succeeded in replicating,
we used McNamars and Altarriba’s lists, the experiment was con-
ducted in the fall quarter with almost all subjects freshmen, the
experimenter was a recent graduate and so older than the subjects,
and all .ubjects were participating in their first reaction-time expen-
ment in our laboratory. We believe that the difference between
suoceeding and failing to replicate was due to reduction in vanance
as a result of using motivated, serious subjects.
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bracelet, lemon-salty, summer-rain. The filler words for the subjects
who were tested with the McKoon-Ratcliff pairs were chosen from
triples that were not used 1o form the McKoon-Ratcliff pairs, and
the nonwords were chosen from those used in the McNamara and
Alarriba lists.

Procedure. All test items were presented on a cathode ray tube
(CRT) screen and responses were collected on the CRT keyboard.
Stimulus presentation and response recording were controlled by a
real-time computer system.

The experiment began with 30 word-nonword test items for prac-
tice. Then the 120 test items of the experiment proper were presented.
To begin the practice items, and before the first and the 6ist test
items, the instruction Press the space bar when ready was displayed
on the CRT screen. When the space bar was pressed, the test items
were displayed one at a time. Each test item remained on the screen
unti] s response key was pressed, then the test ilern was erased, and
if the response was correct, the next test item appeared afier a 100-
ms pause. If the response was not correct, the word ERROR was
displayed for 1,500 ms followed by & pause of 1,000 ms before the
next test item. Subjects were instructed to press the 7/ key on the
keyboard to respond “word” and the Z key to respond “nonword.”
They were instructed to respond as quickly and sccurately as possible.
This procedure is the same as that used by McNamara and Altarriba.

For the subjects with McNamara-Altarriba pairs, the test lists were
those constructed by McNamara and Altarriba to have no directly
related test pairs; all related pairs of words were related through a
mediator and not directly (see McNamara & Altarriba, 1988, Exper-
iment 2). A complete description of the test lists is given in McNamara
and Altarriba (1988). To summarize, the lists contained 12 related
pairs (e.g., cai-cheese), 12 control pairs (unrelated words), 24 nop-
word-word pairs, and 24 word-nonword pairs. The words of each
pair were presented one immediately after the other in the test list,
and thus the pairings were not apparent to subjects in any obvious
way.

The test lists for the McKoon-Ratcliff pairs were constructed in
the following way: The first 60 test items comprised S experimental
targets immediately preceded in the test list by their related words
(e.g., cat-meat), 5 targets immediately preceded by a control word
(e.g., sky=meat), 10 filler words followed directly by nonwords, and
10 filler words preceded directly by nonwords. These 30 pairs were
placed in the test positions in random order. The second 60 test items
were arranged in the same manner.

Design.  Assignment 1o the two groups, one receiving McNamara-
Altarriba pairs and one McKoon-Ratcliff pairs, was random accord-
ing to arrival time at the lab, except that the number of subjects in
each group was kept approximately equal. For the group of subjects
who received McKoon-Ratclifl pairs, there were two experimental
conditions: The target was preceded in the test list either by its related
prime or by & control word. The control word was a prime for some
other target. The experimental conditions were crossed with sets of
pairs (10 per set) and groups of subjects. For the groups of subjects
who received the McNamara-Aitarriba pairs, the design was some-
what more complicated (see McNamara and Altarriba, 1988) but
could be treaizd in the same way as for the McKoon-Ratcliff pairs,
with each target preceded by its related prime or a controf word (the
control word was 8 prime for some other target).

Results

Means were calculated for each subject and eack: item, and
rseans of these means are shown in Table 1. Analyses oi
variance were performed on these means, with both subjects
and items as the random variables, and p < .05 was used
throughout. One of the McKoon-Ratclif pairs was deleted
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Table 1
Response Times (RTs in Milliseconds) and Error Rates (ER
in Perceruages) for Targets From Experiment ]

pairs pairs
Condition RT ER RT ER
Related $70 3 562 2
Control 584 5 575 6
Word filler 575 2 5§74 2
Nonword filler 702 13 707 9

from the analyses for reasons given in the Materials Analyses
section. However, the pattern of results (and the significance
of the effects) did not change whether or not this item was
included.

As can be seen in the table, the amount of facilitation given
by a related word to its target is 13 ms with the McKoon-
Ratcliff nonmediated pairs and 14 ms with the McNamara-
Altarriba mediated pairs, in both cases remarkably close to
the 14 ms of facilitation obtained by McNamara and Altarriba
(1988, Experiment 2, mediated-only). Analyses of variance
showed the amount of facilitation significant, F\(1, 86) = 5.3
with subjects as the random variable, and F; (1, 38) = 4.1
with items as the random variable. The Fs for the main effect
of the two groups of subjects (one group for the McNamara-
Altarriba pairs and one for the McKoon-Ratcliff pairs) and
the Fs for the interaction of the two variables were less than
1. The standard error of the response time means was 4.3 ms.
For error rates, all Fs were less than 1. These analyses included
only the 20 of the McNamara-Altarriba pairs that had the
same prime as the McKoon-Ratcliff pairs.

Materials analyses. The results of Experiment | suggest
that an associated prime can facilitate the lexical decision on
a target when, by looking at free-association production prob-
abilities, it appears that the two words are neither strongly
directly associated nor associated through a mediator. As
previously argued, it is difficult to account for this result with
standard spreading activation models if we assume that prim-
ing is predicted by free-association production probabilities.
Free association is the only method of determining connec-
tions between concepts that has been offered as a predictor
variable with which to account for priming effects with spread-
ing activation. Without free association, it is not clear how
spreading activation theories can predict when facilitation
should and should not occur. However, several questions can
be raised about the McKoon-Ratcliff pairs of words that were
generated for Experiment 1. In this section, we address these
questions.

First, it might be the case that the prime and target for the
McKoon-Ratcliff pairs were more strongly associated than
the prime and target for th: mediated pairs, or that, despite
our intentions, there actually were mediators for the Mc-
Koon-Ratcliff pairs. To rule out these possibilities, we asked
subjects to generate free associations to the prime< using the
same procedure that was originally used by Balota and Lorch
(1986) for the mediated triples.

Two questionnaires were constructed, one for the prime
word (e.g., car) of 10 of the McKoon-Ratcliff pairs used in
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Experiment 1 and one for the prime word of the other 10
pairs. Ninety subjects were each given one of the question-
naires and asked to write down eight associates for each prime,
and in addition, they were asked to try not to generate the
associates from their own responses but rather to generate
associates from the prime words directly. On the question-
naires, each prime was presented on one line, eight blank
lines followed, then the next prime and eight blank lines, and
s0 on.

The responses on the questionnaires were scored in four
ways. For the original McNamara-Altarriba mediated triples,
we searched for the mediators and the targets, and for the
McKoon-Ratcliff pairs, we searched for the targets and any
possible mediators. For example, for the prime lion, we
searched for tiger, stripes, spots, and any possible mediator
between lion and spots, such as leopard.

For the McNamara-Altarriba mediated triples, the media-
tor should be given frequently (Balota & Lorch, 1986), and
this is what we found. Out of 900 possible chances (10 primes
per subject for 90 subjects), the mediator was given as a
response 402 times (45%). For these triples, Balota and Lorch
found that targets were never given as responses to the primes.
However, in our questionnaires, 1 of 45 subjects gave cheese
in response 10 cat, 3 gave carpet in response to ceiling, 2 gave
necklace in response to oysier, and 2 gave sweet in response
to lemon; this amounts to 0.8%.

For the 20 McKoon-Raicliff pairs, 1 of 45 subjects gave
the target as a response to the prime for each of four primes
(lemon, flower, moon, and war). This pattern of a few targets
generated as associates closely matches the pattern for the
McNamara-Altarriba targets. However, for one of our pairs
(navy-gun), the target was given by 6 of 45 subjects. This
item was the one eliminated from analyses of the response
time data.

In searching the responses to the primes for the McKoon~
Ratcliff pairs, we looked for responses that could have been
possible mediators between a prime and its target (e.g., a
mediator between deer and grain). We found only one such
response, leopard as a mediator between lion and spots, given
by only one subject. We also tabulated the data to obtain the
four most frequently given responses for each prime word
(after first eliminating responses that were the targets or the
mediators for the mediated targets). Questionnaires were con-
structed with the four responses for each of 10 of the primes
(40 words in all). Twenty subjects were asked to give four
associates t0 each of these 40 words. Of the 3,200 responses
(20 x 4 x 40 = 3,200), only two were the McKoon-Ratcliff
targets for the original prime word. It appears, therefore, that
free association does not produce any mediators between the
McKoon-Ratcliff prime and target that could account for
significant priming effects.

Another possible problem with the McKoon-Ratcliff pairs
might be that the McKoon-Ratcliff target was a high associate
of the McNamara-Altarriba target. In other words, for the
prime cas with the mediatsd target cheese, mear might be an
associate of cheese. If this were the case, then the reason for
the facilitation of responses t0 meat might be activation
spreading through the original mediator and the original
McNamara-Altarriba target to the McKoon-Ratclifl target.
To check this possibility, we used another set of questionnaires

with the McNamara-Altarriba target as the word to which
associates were given, and we counted the number of times
the McKoon-Ratcliff target was given as an associate. For 19
subjects who each generated four associates to the Mc-
Namara-Aljtarriba target, only 4% of the time was the Mc-
Koon-Ratcliff target given. Elimination of the five items that
accounted for most of the generated McKoon-Ratcliff targets
from the analyses of the Jexical decision priming data still
showed significant amounts of facilitation for the McKoon-
Ratcliff as well as for the McNamara-Altarriba pairs (and no
interaction between amount of facilitation and type of pair).
Another way to compare the McKoon-Ratcliff prime-
target pairs to the McNamara~-Altarriba prime-target pairs is
to ask subjects to rate “how related” are the two words of a
pair. It is possible that empirical relatedness ratings might
reflect the theoretical construct of familiarity used in com-
pound cue theories. Thus, it is possible that relatedness ratings
might predict the amount of facilitation on target responses.
To check this possibility, we constructed another set of ques-
tionnaires with pairs of words for subjects to rate (on a scale
of 1 to 7, with 7 being most highly related). There were two
questionnaires, each with 10 of the McKoon-Ratcliff pairs,
10 of the McNamara-Altarriba pairs, 15 pairs of highly as-
sociated words such as thin-fat (taken from the highly asso-
ciated pairs used by McKoon & Ratcliff, 1979), and 15 pairs
of words for which there was no obvious relation (e.g., games-
round). Twenty subjects were tested with each of the ques-
tionnaires. The mean rating for the McKoon-Ratcliff pairs
was 3.16; for the McNamara-Altarriba pairs, 2.61; for the
high associates, 3.5; and for the unrelated words, 1.1. Analysis
of variance showed the difference between ratings on the
McKoon-Ratcliff pairs and the McNamara-Altarriba pairs
marginally significant, Fx(1, 19) = 3.7, but the difference was
due to only four of the pairs. Eliminating these pairs from the
analysis led to means of 2.69 for the McKoon-Ratcliff pairs
and 2.65 for the McNamara-Altarriba pairs, and to an F;
value less than 1. Eliminating these four pairs from the
analyses of the lexical decision response times did not change
the pattern of results; the amount of facilitation for the
McKoon-Ratcliff pairs was still 14 ms, and the effect was still
{marginally) significant. We also calculated the correlation
between the mean rating for each word pair and the mean
amount of facilitation for that pair from Experiment 1. For
the McKoon-Ratcliff pairs, we found r = —. 14, and for the
McNamara-Altarriba pairs, r = — 044, both nonsignificant.
The relatedness ratings show that the lexical decision results
for the McNamara-Altarriba and McK oon~Ratchiff pairs can-
not be explained as due, in some way, to differences in
relatedness for the two kinds of pairs. Other conclusions that
might be drawn about the ratings are more tenuous. Within
the groups of items, the ratings did not correlate with lexical
decision response times. But this would probably not be true
in general; larger differences in ratings (which might be ob-
tained by including strong direct associates in the experiment)
would certainly lead to posiiive correiations between ratings
and response times. It is also not possible to draw a general
conclusion about the relation between relatedness ratings and
the theoretical construct of familiarity that is part of the
compound cue theories. Familiarity is hypothesized to drive
the processes involved in fast, sautomatic decisions like lexical
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decisions. Relatedness ratings are not fast and automatic but
based on slower assessments, and 30 they probably do not
reflect exactly the same information that enters into lexical
decisions (see Ratcliff & McKoon, 1982, 1989).

Naming latency. With the original McNamara-Altarriba
pairs used by Balota and Lorch (1986) and McNamara and
Altarriba (1988), facilitation was obtained between prime and
target in both lexical decision and naming latency. Therefore,
we checked whether the McKoon-Ratcliff pairs also showed
facilitation in naming latency.

In this experiment, words were presented in pairs. Subjects
were instructed to read the first word of the pair and then
pronounce aloud the second word of the pair. The first word
was displayed for 250 ms on a CRT screen and then erased
from the screen, and the second word was displayed until the
subject pronounced it. The subject then pressed a key to
indicate whether the pronunciation had been correct. Then,
afier a 1,000-ms pause, the first word of the next pair was
presented.

There were 15 pairs for practice. Then the 20 McKoon-
Ratcliff targets with their primes plus 40 filler targets and
primes were presented in random order. The McKoon~Rat-
cliff targets were presented either with their related primes or
with a prime for some other target. Half of the words used as
filler primes and targets were words used in the original
McNamara-Altarriba pairs, and half were words known to
have slow naming latencies from previous data (they were
chosen from the 10% slowest from a corpus of about 3,000
words). Half of each kind of filler were primes and half were
targets. No word was used more than once in the experiment.
The subjects were 36 undergraduates from the same popula-
tion as in Experiment 1.

The results showed that the McKoon-Ratcliff primes did
facilitate naming latency for their targets, by 12 ms (515 ms
vs. 527 ms). This difference was significant with subjects as
the random variable, F,(1, 35) = 9.1, and with items as the
random variable, Fy(1, 18) = 7.5, with a standard error of 3.0
ms.

Considerable discussion of priming effects has involved the
naming task. However, the compound cue models do not
address priming phenomena in naming because of the differ-
ences in processing. In the view of these models, naming
requires retrieval of a specific test item from one of a large
number of verbal items in order for a response to be given,
whereas lexical decision requires deciding the degree of fa-
miliarity of a test item. Empirically, priming in naming la-
tency has been found for the McNamara-Altarriba pairs
(Balota & Lorch, 1986), and the data presented here show
that priming can also be found for the McK oon-Ratcliff pairs
and that it is of about the same magnitude (Balota & Lorch
found an effect of 16 ms). Thus, we have addressed the
empirical issue, but theoretical interpretation must wait for 8
comprehensive model of naming and lexical representation
(see Ratcliff & McKoon, 1992a, for further discussion on this
point).

Discussion

The result of Experiment ] is straightforward. The amount
of facilitation given by a prime to its target did not depend
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on the existence in free-association productions of 8 mediating
concept to relate the prime to the target. For prime-target
pairs with mediators (as defined by free-association produc-
tion probabilities), there was 14 ms of facilitation; for prime-~
target pairs without such mediators, there was 13 ms of
facilitation. In previous tests of priming by spreading activa-
tion theorists, the amount of facilitation has been s2id to be
predictable from free-association responses: The amount of
facilitation should be greater when there is & mediating con-
cept between prime and target than when there is not. For
the prime-target pairs in Experiment 1, the probability that a
mediator would be given in free association for the Mc-
Namara~Altarriba pairs was .45, whereas it was only .008 for
the McKoon-Ratcliff pairs. If priming is to be predicted from
free association, this large difference should be reflected in
the amount of facilitation in the lexical decision task, but it
was not.

If free-association production probabilities cannot in gen-
eral be used to predict priming effects, then they are almost
certainly not a direct reflection of associative links in memory.
If this is the case, then there is no basis on which to claim
that the primes and targets of mediated pairs are not directly
connected to each other. It may be that they are directly
connected, but by links that are not used in free association.
If they are directly connected, then finding priming for them
is fully consistent with compound cue theories. Thus, the
phenomenon of mediated priming is not evidence against
these theories.

Experiment 2

The goal of the second experiment was to extend the
generality of the nonmediated priming result to a new and
larger set of prime-target pairs. The McKoon-Ratcliff targets
used in Experiment | were generated by intuition, and it was
desirable to find pairs that we ourselves had not constructed.
In addition, we extended generality by using a slightly differ-
ent procedure. Instead of requiring 8 lexical decision response
to both primes and targets, as was done in Experiment 1 and
in McNamara and Altarriba’s Experiment 2, the procedure
in our Experiment 2 followed McNamara and Altarriba's
Experiment 1 in requiring a response only to the target. The
prime was presented 200 ms in advance of the target, and
subjects were asked to read it but to make no response to it.

New nonmediated priming pairs were obtained from the
words of sentences used by Duffy, Henderson, and Morris
(1989). Their sentences (originally used by Stanovich & West,
1981) contained a subject noun and an object noun that were
weakly associated. Examples include climber-summit, gar-
dener-trowel, and skier-avalanche. We hypothesized that
these words were weakly and directly associated, so that there
would be significant priming between them when they were
presented as prime and target.

Duffy et al. (1989) did not test for priming between the
words in these pairs. However, they did test for priming with
whole sentences, including articles and verbs. The prime in
their experiments was a phrase made up of the words of a
sentence up to the final object noun; these words included
the subject noun, a verb, anticles, and sometimes an auxiliary
verd. The final object noun was presented as & target. In one
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condition, the sentence formed by the priming phrase and the
target object had relatively high familiarity, for example, The
climber reached the - summit. In a second condition, the
sentence formed by the priming phrase and the target object
had relatively less familiarity, for example, The climber
walched the - summit. As Duffy et al. point out, responses to
the target noun should be inhibited in the second condition
relative to the first, and this is the result they obtained.
However, there is no way to determine from this result what
.would happen if the subject noun alone were presented as the
priie {climber alone instead of The climber watched the).
With only the two words, subject noun and object noun as
prime and target, they would both certainly be in short-term
memory and enter the compound with which memory was
probed. But with a whole sentence, it is less certain that the
subject noun and object noun would both be part of the
compound. In addition, even if the whole sentence does form
the compound, we have no a priori way of determining the
relative familiarities of the subject-object compound
(climber-summit) and the phrase-object compound (The
climber watched the summit). Duffy et al. do provide another
condition for comparison, a phrase prime that used a different
subject word (e.g., The people watched the for the target
summit). But there is still no way to use this condition to
determine priming for the subject-object pair. Again, this is
because there is no way to determine the relative familiarities
of the different compounds. The familiarities of the two
phrase~object compounds (The climber watched the summit
and The people watched the summit) may not be significantly
different. In summary, there are no data from Duffy et al.’s
experiments upon which to base our prediction that there
would be priming for the subject-object pairs from their
sentences. Our prediction was based on our intuition that the
pairs had some familiarity greater than the familiarity of
randomly paired words.

If the subject-object pairs do have familiarity greater than
that of randomly paired words, then compound cue theories
predict a significant priming effect between the subject as
prime and the object as target. The prediction from spreading
activation theory depends on whether there is a mediator such
that activation can spread among prime, mediator, and target.
The only way suggested to determine the existence of such a
mediator has been free association. If free-association re-
sponses map memory, and if they do not produce a mediator,
then either there should be no facilitation from prime to
target, or at least the amount of facilitation should be reduced

relative to pairs for which there are such mediators (such as

the McNamara-Altarriba pairs in our Experiment 1).

Method

Materials. The 44 word pairs were chosen from the sentences
used by Duffy et al. (1989). The cue word of each pair was the subject
of one of the sentences used by Duffy et al., and the target word was
the object of the sentence. Some examples are wine—decanter, morti-
cian-cadaver, politician-constituency, and accountani-ledger. The
complete set of sentences is given in Duffy et al. There were also 2
pool of 480 words used as fillers and a pool of 600 nonwords.

Procedure. The test items were presented on a CRT screen, and
responses were collected on the CRT's keyboard. Test items were

presented as prime-target pairs. Each pair was preceded by a warning
signal (a row of pluses) displayed for 400 ms; then, on the next line,
the prime was displayed for 200 ms; and then, on the next line, the
target was displayed. The target remained on the screen until a
response key was pressed (?/ for “word,” Z for “nonword™). If the
response was correct, the warning signal for the next item was
displayed after a pause of 700 ms. If the response was an error, the
word ERROR was displayed for 1,500 ms before a blank interval of
1,000 ms followed by the next waming signal.

The experiment began with 15 practice test items. AfRer that, the
items were divided into four blocks. Each block began with an
instruction to press the space bar on the keyboard to initiate the
block. Each block included 5 or 6 of the experimental targets with
their related primes, 6 or § of the experimental targets with unrelated
primes, 40 pairs for which the prime and target were unrelated words,
and 40 pairs for which the prime was a word and the target was a
nonword. These pairs were arranged in random order, except that
the experimental targets could not occur in the first four positions in
the block. Assignment of items to blocks was also random. No word
or nonword was presented more than once in the experiment.

Design and subjects. The experimental targets were presented
cither with their related primes or with unrelated primes. The unre-
fated primes were the related primes for other targets. This variable
was crossed with two sets of items (22 per set) and two sets of subjects.
There were 38 subjects, participating in the experiment for credit in
an introductory psychology course.

Results

Means were calculated for each subject and each item in
each condition. The main result was that responses to targets
were faster with a related prime than with an unrelated prime,
643 ms (11% errors) versus 667 ms (12% errors), Fi{l,37) =
5.3 and Fx(1, 43) = 9.9. The standard error of the response
time means was 7 ms. There were no significant differences
in error rates. Mean response time on filler words was 587 ms
(5% errors), and mean response time on nonwords was 698
ms (10% errors). Responses to the experimental targets were
slower and less accurate than responses to the fillers, we
assume because the targets occur with lower frequency in the
language.

We checked free associations and relatedness ratings for
these pairs of words as we did for the pairs used in Experiment
1. Twenty-five subjects rated how related the 44 pairs were;
the correlation between the ratings and facilitation was r =
—.135. Thirty-nine subjects were each given 22 of the cues
and asked to generate eight free associates to each one. Only
0.3% of the time did subjects give a target word as a response,
less than for the McKoon-Ratcliff pairs and McNamara-
Altarriba pairs used in Experiment 1. (In tabulating the data,
we counted synonyms of targets as well as actual targets.) We
searched the responses to each prime for words that could
serve as mediators—words to which the target might be
produced as a free associate—but there were almost no pos-
sible mediators. This finding is easiest to document with
examples. For the primes of the first five pairs, the three most
frequently given free associates were as follows: for the prime
wine-red, white, glass, for the prime mortician—death, coffin,
black; for the prime politician—~campaign, corrupt, speech;
for the prime accountant—money, taxes, numbers, for the
prime general—army, war, stars. The targets for these five
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primes were decanter, cadaver, constituency, ledger, and strat-
egy. None of the associates given to the primes seems likely
to give a target in free association, and therefore none seems
likely to serve as a mediator,

Discussion

The nonmediated pairs of Experiment 2 showed a priming
effect just as the nonmediated pairs of Experiment 1 did.
Experiment 2 used a larger and different set of pairs than
Experiment 1, and a slightly different procedure, and so
provides generality for nonmediated priming.

The primes and targets in Experiment 2 were the subjects
and objects of sentences used by Duffy et al. (1989). The
result that these pairs show priming suggests a new interpre-
tation of Duffy et al.’s data. They argued that a subject did
not prime its related object, and they based this argument on
their finding that a phrase prime containing the subject did
not prime the object, relative to & neutral control condition.
However, from the compound cue point of view, the absence
of a priming effect with a phrase does not necessarily predict
the absence of priming with a single word. A phrase prime is
not the same as a single word prime, even if the phrase prime
adds only what could be seen as “neutral” information to the
single word. In the example The climber watched the summit,
the addition of the seemingly neutral information
The. .. watched the to the subject climber may change the
familiarity of the resulting compound. Whereas climber-
summit may have enough familiarity to give priming relative
to a neutral control, a climber watching a summit may not.
The effect of neutral information on priming has been docu-
mented before. O’Seaghdha (1989) placed function words
between primes and their highly associated targets. If the
function words were syntactically well formed, then priming
effects were larger than if the function words were not syn-
tactically well formed (e.g., author of this book vs. author the
and book). In both cases, the function words were neutral
information, but the form of the neutral information signifi-
cantly affected priming.

Experiment 3

For Experiments | and 2, the pairs for which association
was weak and direct were chosen on the basis of intuition.
The pair accountant-ledger sounded good to us in a way that
wine-ledger did not. There was no independent measure of
the familiarity of the pairs. Priming was clearly not predicted
by free-association production probabilities.

The purpose of Experiment 3 was to examine an alternative
measure of weak association. In the compound cue theories,
priming depends on familiarity, as defined in the global
memory models. If the notion of familiarity is taken literally,
then what is needed is a measure of the frequency with which
the subjects in our experiments have encountered or processed
8 compound in past experience. Of course, there is no such
measure, but what is available as the beginning of an approx-
imation is a measure of frequency of occurrence in large
samples of written language.
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Church and Hanks (1989) have developed a measure they
label an association ratio, defined for two words x and y as
the mutual information (unidirectional) between the two
words, log; [P(x, ¥)/P(x)P(y)]. For a sample of language, this
ratio compares the probability of observing the words x and
y sngether (joint probability) with the probability of observing
r.xch of the words independently. If the two words are likely
\0 co-occur in the sample, then their joint probability will be
larger than the product of their independent probabilities,
and the value of the ratio will be larger than 1. The probabil-
ities are estimated from samples of the Associated Press (AP)
newswire (several million words). The independent probabil-
ities for x and y are estimated by counting the number of
times x and y occur in the sample and normalizing by the
number of words in the sample. The joint probability of x
and y is estimated by counting the number of times that x is
followed by y in a window of w consecutive words. If the
value of the association ratio for a pair of words is larger than
1, then the words co-occur more often than would be expected
by chance. Whether they co-occur significantly more often
can be estimated with a ¢ statistic (Church & Hanks, 1989).

For Experiment 3, we chose target words that we know to
have highly associated primes (from published norms). For
each target, we chose two additional prime words that co-
occurred in a six-word window more often than would be
expected by chance. The association ratios were based on
statistics from a corpus of 6 million words from the AP
newswire. We used word pairs for which the association ratio
had a high 7 value and pairs for which the ratio had a low ¢
vajue. It should be stressed that the corpus on which the ¢
values were based was not large enough to make us confident
about the relative sizes of the ¢ values. To provide reliability
and generality, it would be necessary to compute the ¢ values
from other corpora and for much larger corpus sizes. How-
ever, we thought it useful to include both the high and low ¢
values to determine whether there was 8 priming effect for
both or only for the high t-value pairs, and to leave reliability
of the split into high and low ¢ values until larger corpora
become available.

For each target word used in the experiment, there were
four different priming conditions. One prime was a word
from which the target would be produced in free association
with a high probability. For example, the target baby is
produced in response to the prime chil/d with a high probabil-
ity (according to free-association norms). The second and
third primes for a target were the words that formed pairs
with either high or low ¢ values. For the target baby, the
association ratio for the pair hospital-baby had a high ¢ value,
and the association ratio for the pair room-baby had a low ¢
value. The fourth prime for a target was unrelated 10 the
target; it was a randomly chosen low ¢ value prime for some
other target.

The high and low ¢ value primes were chosen so that they
would be unlikely to elicit their targets or mediators to their
targets in free association. However, the probability of pro-
duction in free association could not be kept as low as for the
nonmediated pairs that were used in Experiments ] and 2.
This was because there were three constraints on the pairs
that had to be simultaneously met. First, the targets had to be
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words for which a highly related associate prime was available
from free-association production norms. Second, the targets
had to be words that occurred frequently enough in the AP
newswire corpus to provide meaningful association ratios.
Third, the targets had to have primes that had significant ¢
values (and that gave the targets with low probability in free
association). For the 40 targets that met these constraints, the
probability that the high ¢ value primes elicited the targets in
free association was .04 (up from .004 for the nonmediated
pairs in Experiment 1), and the probability that the high ¢
value primes elicited mediators was estimated to be .12 (up
from .0025 in Experiment 1).

Method

Materials. Forty target words were chosen such that each had
three prime words. For one prime, the target was highly related, as
measured by free-association data (from standard norms). For the
~ second and third primes, the target co-occurred more often than
would be expected by chance within a window of six words in the AP
newswire corpus. For the second prime, the 7 statistic averaged 6.56,
and for the third prime, it averaged 1.73. There were primes for
which the ¢ value was higher, but we did not use primes or synonyms
of primes that were associated to the targets in the free-association
norms. The 40 sets of words are given in the Appendix. It should be
noted, first, that the high and low ¢ value primes reflect their origin
in the AP newswire corpus, and second, that these primes represent
several kinds of associations with their targets. In addition to the
primes and targets, there were a pool of 309 words to be used as fillers
and a pool of 600 nonwords.

Procedure. Stimuli were presented on a CRT screen, and re-
sponses were collected on the CRT’s keyboard. The test items in-
cluded highly associated prime-target pairs. Previous research
(McNamara & Altarriba, 1988) suggests that including such pairs in
the experiment may lead subjects to adopt strategies that result in the
absence of priming for weakly associated pairs. However, McNamara
and Altarriba suggested that these strategies can be avoided if re-
sponses are required to both the prime and the target. Hence, we
used this procedure (similar 10 the procedure used in Experiment 1).
Lexical decision responses were made to both prime and target test
items. Test items were presented one at a time, with each item
displayed until a response key was pressed. If the response was correct,
the next item was displayed after a 100-ms blank interval. If the
response was not correct, the word ERROR was displayed for 1,500
ms, followed by a 1,000-ms blank interval before the next test item.

The test list was divided into a practice list of 30 items, followed
by 10 sublists of 36 items. Each sublist was made up of 4 target words,
each preceded in the list by the prime word appropriate to its
experimental condition, 16 filler words, and 12 nonwords. Except
that the experimental targets could not occur in the first four test
positions, the test items were randomly ordered. No test item occurred
in the experiment more than once.

Design. There were four experimental conditions. The target
word was preceded in the test list by the prime highly related in free-
association norms, by the prime related by a high value of the ¢
statistic, by the prime related by a low value of the ¢ statistic, or by
an unrelated word. The uarelated primes were chosen from the low
t-value primes for other targets. The four conditions were combined
with four sets of items and four groups of subjects in a Latin square
design. There were 52 subjects serving in the experiment for credit in
anp introductory psychology course. -
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Results

Means were calculated for each subject and each item in
each condition. Over the four conditions, there were signifi-
cant differences in the response time means, F,(3, 153) = 6.5
and Fy3, 117) = 7.5, with a standard error of 7.5 ms. The
fastest response times occurred with the prime highly related
by free-association norms, 500 ms (0.8% errors), and the
slowest times with the unrelated prime, 549 ms (1% errors).
As predicted, the prime related by a high value of the ¢ statistic
speeded responses to a mean of 528 ms (2% errors). This
mean was significantly different from the unrelated mean,
Fi(1, 153) = 3.9 and Fy(l, 117) = 4.3. The prime related by
the low value of the ¢ statistic speeded responses somewhat,
532 ms (1% errors), but not significantly so, Fi(1, 153) = 2.6
and Fx(1, 117) = 2.8, For filler words, the response time mean
was 571 ms (2% errors), and for nonwords, 712 ms (8%
errors).

As in the preceding experiments, we collected ratings of the
relatedness of the prime and target words. The mean of the
ratings for the low  statistic prime with the target was 3.9, the
mean for the high t-statistic prime with the target was 4.9,
and the mean for the free-association prime was 5.9 (calcu-
lated over 64 subjects, who each rated all of the 40 targets,
one third with each of the three primes). The correlation
between amount of facilitation of response times and relat-
edness rating was .26 for the low r-statistic primes, and —.11
for the high r-statistic primes. Free-association responses (four
responses for each prime word) were collected from 12 sub-
jects for 35 of the 40 items used in the experiment. The
probabilities with which targets and mediators to targets were
produced were given in the introduction section.

Discussion

Experiment 3 shows that co-occurrence statistics calculated
from large corpora have potential applicability as predictors
of priming effects. While the corpus we used was relatively
small, we anticipate the availability of larger corpora and
further research with them. Meanwhile, we point to co-occur-
rence statistics as variables that fit naturally with the com-
pound cue theory point of view.

General Discussion

We have previously claimed that compound cue theories
of priming can explain at least as much data as spreading
activation theories and that therefore compound cue theories
provide an important alternative view (Ratcliff & McKoon,
1988; Dosher & Rosedale, 1989). Compound cue theories can
explain the many kinds of priming effects outlined in this
article. They also inherit all the properties of the global
memory models on which they are based and so are embodied
in 8 framework that can account for a range of other kinds of
data such as recognition, recall, frequency judgments, cate-
gorization, and 30 on. :
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Mediated Priming?

Recently, the compound cue approach has been criticized
for its inability to account for mediated priming (McNamara
& Altarriba, 1988). In this article, we argue that what has
been calied mediated priming for a prime and targe: is instead
priming resulting from weak direcr associations between
prime and target—priming that is fully consistent with com-
pound cue theories.

The crux of the argument is how to decide whether a prime
and target are directly related or related only through a
mediator. Previous investigations of mediated priming have
depended on free-association production probabilities to de-
termine that a particular prime and target are not related
directly but that they are related through a maciator. How-
ever, Experiments 1 and 2 indicate that free association does
not adequately explain priming. In Experimen: I, for exam-
ple, production probabilities differed dramatically from the
mediated pairs used by McNamara and Altarriba (1988) to
the new, nonmediated pairs that we generated. The probabil-
ity of a mediator appearing in free association was .45 for the
McNamara-Altarriba pairs, whereas it was estimated to be
only .008 for the McKoon-Ratcliff pairs. But the facilitation
in response time was almost identical for the two sets of pairs
(13 ms and 14 ms).

If free-association production probabilities cannot by used
to distinguish whether a prime and target are directly related
or related only through a mediator, then one possibility is to
simply abandon free association as a predictor variable for
priming. This course of action carries with it two imporiant
consequences. First, it leaves compound cue theories free of
criticism based on mediated priming; mediated priming can
be said to be priming between directly related weak associates.
Second, abandoning free association would mean that spread-
ing activation theories lose the only way they have had to
predict priming effects from network distance. In previous
studies, the only variable that has been used to distinguish
direct from mediated priming has been free-association pro-
duction probabilities. Without free association, spreading ac-
tivation theories will need to find some new (noncircular) way
of predicting prim.,1g.

In contrast, compound cue theories do not need free asso-
ciation as a predictor of priming. In fact, from the point of
view of these theories, free association would not necessarily
correspond exactly to priming because the cue to the memory
system is different in the two cases. The cue in priming
includes both the prime and target, whereas the cue in free
association does not include the target. Instead of free asso-
ciation, compound cue theories find a natural predictor vari-
able in co-occurrence statistics. Although the co-occurrence
satistics used in Experiment 3 were based on only a small
corpus and the results of the experiment are somewhat ten-
tative, we expect that this approach will be a fruitful one in
the future. Compound cue theories can also make use of
semantic relationships among words. Fischler (1977) selected
pairs of words for which the target was never given as s free-
association response to the prime and for which there was
very low probability that the same words were given in
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response to both the prime and target. Fischler found that the
amount of priming for these pairs was as large as the amount
of priming for pairs that were strongly directly associated
according to free-association production probabilities. Seman-
tic relatedness correlated positively with the size of the priming
effect, but free-association production probabilities correlated
negs'ively with priming (see also the replication by Seiden-
berg, Waters, Sanders, & Langer, 1984). Although recent work
{(McKoon & Ratcliff, 1992; Shelton & Martin, 1992) suggests
the need for more research into semantic priming effects,’
semantic relatedness and co-occurrence statistics are variabies
consistent with compound cue theories as predictors of prim-
ing effects. In sum, abandoning free association as a variable
to predict priming is not problematic for compound cue
theories but has serious consequences for spreading activation
theories.

One response that spreading activation theorists can make
is to try to salvage free association. McNamara (1992) at-
tempts to do exactly this by finding potential mediators
for the McKoon-Ratcliff pairs and validating them with
free-association production probabilities. However, as
will be detailed subsequently, these mew mediators have
different characteristics from the original mediators for the
McNamara-Altarriba pairs. Unlike the mediators for the
McNamara-Altarriba pairs, the new mediators are not among
the highest-probability associates produced from their primes.

To generate the new mediators for the McKoon-Ratcliff
pairs, McNamara (1992) though: up potential mediators him-
self and then tested these potential mediators in free associa-
tion. For example, consider the McK oon-Ratcliff pair flower-
roo!. In the free-association data collected for Experiment 1,
subjects did not give any responses to flower that in turn
would lead to roor. But McNamara thought that planr would
be a potential mediator. To show that it was, he collected
free-association responses to all three words, the prime, the
potential mediator, and the target. He found that the proba-
bility that plant was produced in response to the prime flower
was very low (.08), consistent with the free-association data
from Experiment 1. But he also found that the probabilities
with waich the prime and target were produced from the
mediator were high (both flower and roor were frequently
given as responses to plant). Using his method, McNamara
(1992, Appendix C) was able to find pathways (connected
links for which the free-association production probabilities
were larger than zero) among prime, target, and one or more
mediators for all but one of the McK oon-Ratcliff pairs.

There are two problems with the use of these production
probabilities to predict priming. The first concerns how the
probabilities should be measured, and the second concerns
how they should be averaged across items. When McNamara
(1992) examined his potential new mediators for the Mc-
Koon-Ratcliff pairs, he calculated the probability that a me-

3Shelton and Martin (1992) failed 10 find priming in lexical
decision for a set of semantically related word pairs (e.g., spider-ant).
However, using the same set of pairs, McKoon and Ratcliff (1992)
did find a significant priming effect. Experiments that attempt to
resolve this discrepancy in results are currently in progress.
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diator was given in response to the prime by counting re-
sponses from all output positions, that is, from all the re-
sponses that subjects produced during | min. The
probabilities reported for Experiment 1 were also based op all
eight responses that subjects produced. However, according
to earlier work in free association, a better measure is the
first-production probability, that is, the probability that a
word is produced as the first response to its prime (Keppel &
Strand, 1970; Postman, 1970). The earlier researchers were
attempting to measure strength of association, and they ar-
gued that (instructions to the contrary) responses later in the
sequence are likely to be gernerated not just from the prime
but from the prime plus the additional context of the other
responses, in chains or other sorts of combinations of prime
plus responses (see also Cramer, 1968). In the data from
Experiment 1, one subject in response to beach produced
sand, water, ball, swimming, and umbrellas, things that might
be encountered at the beach, followed by California, ocean,
seq. This example indicates that later responses may not be
independent of earlier responses and that the later responses
can be contaminated by earlier responses. Thus, following .ne
earlier work, we would claim that first-production probabili-
ties, not production probabilities calculated over all cutput
positions, should be used in comparing different sets of items
and in efforts to model free association and priming processes.

Figure 1 provides examples of differences between the old
mediators for the McNamara-Altarriba pairs and the new
mediators found by McNamara for the McKoon-Ratcliff
pairs. The data are based on the free-association responses
collected for Experiment 1, for which subjects were asked to
generate eight free associates for each prime. First, the Mc-
Koon-Ratcliff pairs were divided into two sets. The first set
is made up of the McKoon-Ratcliff pairs for which Mc-
Namara found one new mediator for a two-step chain (e.g.,
for the McKoon-Ratcliff pair flower-root, he found the me-
diator plant to give the chain flower-plant-root). The second
set is composed of pairs for which he found two new mediators
for a three-step chain (e.g., for the pair deer-grain, he found
the chain deer-animal-farm-grain).

Figure 1 gives the probabilities with which mediators were
given as responses to the primes. For example. for the prime
JSlower, the figure shows probabilities of production for the
new mediator plans that would hypothetically mediate be-
tween flower and the McKoon-Ratchiff target root. For the
three-step chains, the figure shows probabilities for the first
mediator in the chain. The figure also shows probabilities of
production for the old mediators that would hypothetically
me~iate between the prime and the McNamara-Altarriba
target (e.g., flower-rose-thorn). In each of these cases, two
measures of production probability are given. One is based
only on responses that were the first produced to the prime,
and the other is based on all eight responses that were pro-
duced. For example, for the prime flower, the response plant
might never be produced as any subject’s first response, and
30 its probability of first produci..a would be zero. But plant
still might be produced quite frequently in later positions in
subjects’ lists of responses.

Figure 1 shows that the old and new mediators can differ
on both measures. Consider first the two-step items. The old

GAIL McKOON AND ROGER RATCLIFF

Free-Association Data (Experiment 1)

Two-step chains
Prime .o Mediator o MR Target
flower plant root
Prob. from all .176 (.081)
responses
Prob. from
first response 053 (.019)
Prime - Modiator . MA Target
flower rose thorn
Prob. fromall - 423
:8sponses
Prob. from
first response .180
Three-step chains
Prime _, Mediator . Mediator . MR Target
deer animal farm grain
Prob. from all 336 (.207)
responsas
Prob. tfrom
first response 114 (.022)

Figure 1. Probabilities of free-association responses to primes for
the two-step McKoon-Ratchiff (MR) pairs (top panel); the Mc-
Namara-Altarriba (MA; 1988) pairs (middie panel); and the three-
step MR pairs (bottom panel). (The numbers in parentheses are the
probabilities for pairs that did not include 3 MA mediato-.)

mediators for the McNamara-Altarrita pairs appear among
all responses with a high probability (.423), whereas the new
mediators for the McKoon-Ratcliff pairs appear among all
response: with a lower probability (.176). The probabilities of
the mediators being produced as first responses show a greater
difference: .180 versus .053. For the three-step items, the
differences are not as large. Calculated over all responses, the
probabilities are .423 versus .336; and over first productions
only, .180 versus .114. For some of the items, the first media-
tor in the chain constructed by McNamara for the McKoon-
Ratcliff pairs was the same word as the mediator for the old
McNamara-Altarriba pairs. If we consider only those new
McKoon-Ratcliff mediators that were not the same as for the
McNamara-Altarriba pairs, then the differences between the
new McKoon-Ratcliff mediators and the old McNamara-
Altarriba mediators are much larger: .423 versus .08]1 and
.207, and .180 versus .019 and .022.

The probabilities for the old mediators for the McNamara-
Altarriba pairs and the new mediators for the McKoon-
RatclifT pairs in Figure | show quite different patterns. How-
ever, this is not the only problem in comparing the two kinds
of mediators. There is also & problem with averagiug. Suppose
that for some of the two-step chains, the production proba-
bilities were from prime to mediator, .1, and from mediator
to target, .8; and that for other two-step chains, the probabil-
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ities were the opposite: .8 and .1. Then the average prime-to-
mediator probability would be .45, the same as the average
mediator-to-target probability. This kind of averaging pro-
duces a potential problem for most spre~ding activation
models. The amount of priming from prime 10 target will be
predicted 10 be much larger if the prediction is based on
averages than if it is based on the component probabilities
from which the averages were calculated. For example, in the
first case, using the components, .1 of the activaticn from the
prime would be passed to the mediator and .8 of tha: would
be passed 1o the target, that is, .08 would be passed to the
target. But using the averages, .45 tiues .45 would be passed
to the target, that is, .20, over twice as much as if the
components were used. Inspection of the McKocn-Ratcliff
pairs in McNamara (1992, Appendix C) shows that 15 out of
18 cases have one probability in the chain twice as large as
another, and 13 out of 18 have one probability three times as
farge as another. In contrast, for the McNamara-Altarriba
pairs, the prime-to-mediator probabilities include few very
small values: the probability for most of the items is about
the same as the average shown in Figure 1.

The analysis shown in Figure ] is incomplete; it shows data
only for free associations from the prime word to the media-
tors, not associations back 1o the primes or from the mediators
to and from other mediators or *he targets. Nevertheless, the
mediators proposed by McNamara (1992) to link the Mc-
Koon-Ratcliff primes to their targets clearly pattern differ-
ently than the mediators proposed to link the McNamara-
Aharriba pairs to their targets. The averages are different, as
shown in Figure |, and these averages are based on different
distnbutions of probabilities across items. McNamara argues
that these differences are not important when all the produc-
tion probabilities for all the links among prime, mediators,
and target are placed into a model such as ACT®; even given
the differences, ACT* could predict equivalent amounts of
priming for the two sets of pairs. However, the modeling hac
not yet been done, and so this remains an open question (see
Ratclitt & McKoon, 1992a).

In summary, the ability of spreading activation models to
use free-association prod::-i 1 probabilities to explain the
priming effects obtained in Experiment | appears to us to be
an open question. Free-association production probabilities,
as they have been defined i, previous research, cannot predict
the equality of priming for the McKoon~Ratcliff and the
McNamara-Altarriba pairs. The new mediators suggestec by
McNamara (1992) may work, but a specific model such as
ACT™ has not been tested against the data. Moreover, ques-
tions remain about which measure of production probability
is most appropriate for modeling, and how probabilities
should be averaged across items.

So far, we have considered whether spreading activation
models could be made consistent with both the priming and
free-association data of Experiment 1. At this point, it secems
reasonable to ask whether compound cue models can predict
priming effects directly from free-association data. But is it
reasonable?

Compound cue models, as we have mentioned, are in-
tended to describe the processes by which cues focus on
subsets of information in memory. The whole point of con-

-

sidering the prime and target as a compound is to focus on
exactly those associations that make the appearance of the
prime and target together in short-term memory more or less
familiar. These might not be the same associations thai come
into focus when the prime is presented alone, in the context
of a free-association experiment (Ratcliff & McKoon, 1992b).
And if they are not the same associations, then predicting
effects of one set of associations (based on the prime-target
compound) from a different se1 of associations (based on a
prime-free-association-context compound) will likely fail.

McNamara (1992) shows such a failure. He uses the com-
pound cue theory as implementid in SAM (Gillund & Shif-
frin, 1984; Ratcliff & McKoon, 19C°). To apply SAM to the
free-association production and priming data, connection
strengths are set to produce familiarity values that fit the
priming data. But once these strengths are set, McNamara
shows that they are not consistent with free-association data.
That is, if they are set strong enough to give the right amount
of priming, ..en they also predict much higher probabilities
of free-association production than are actually obtained in
data. Thus, SAM cannot jointly accommodate priming effects
and free-association production probabilities. But unlike
ACT?®, it is not necessarily desirable for SAM to do this; in
SAM, different contexts (free association vs. prime-target
pairs) may focus on different associations in _.aemory.

Failure of models to predict both free association and
rriming should not be surprising. There »~ a number of
norms that give frequencies of first-associate production (e.g.
Postman & Keppel, 1970). These norms show that sometimes
the first associate is given by as many as 70% of the subjects
and the second most likely associate by only 4%, and other
associates are even less likely. If priming effects were linearly
related to production probability, then the priming effect for
the most frequent associate would be 15-20 times that of the
priming effect for the next most frequent. What would be
surprising would be if only the most freauent associate eve-
gave priming, or if the priming effect for that associate were
20 times larger than for the next most frequent associate.

One clear conclusion to be drawn from this discussior. is
that there is currently no good account of the relation between
free association and priming effects. The conclusion to be
drawn about priming theories is less clear. If spreading acti-
vation theories can no longer depend on free association to
predict priming effects, then these theonies will have to find
new predictor variables (or rely on intuition). Compound cue
theories, on the other hand, already have other predictor
variables (co-occurrence statistics, semantic relationships), but
these variables are not yet well understood.

Lag Effects

Priming in lexical decision is usually studied when the
target is presented immediately afier the prime. But priming
can also occur wher *he prime and target are separated in the
test list by an unrelated item (Joordens & Besner, 1992;
McNamara, 1992; Ratcliff, Hockley, & McKoon, 1985; Rat-
cliff & McKoon, 1978). This result implies that the compound
with which memory is accessed might sometim~s contain
three test itcms, not just two. In the discussion that follows,
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we label the three items preprime, prime, and target, where
they are respectively the first, second, and third items pre-
sented in a successive triple (embedded in a long sequence of
single-item trials).

It should be noted that priming from the preprime item is
problematic for ACT®. In ACT®, activation arises from infor-
mation that is currently being presented to the system. For
ACT? to predict priming from preprime to target (as in the
sequence hammer~-vase-nail), both the prime and preprime
items would have 10 be sources of activation. Given the
parameters of lag experiments, the preprime would have to
stay active for about 1,000-1,300 ms (depending on assump-
tions about when the prime starts to decay as a source of
activation and when the decision process begins on the target).
However, assuming that the preprime is active for this amount
of time is problematic in light of other data. Ratcliff and
McKoon (1988, Experiment 2) examined target-prime-target
sequences (¢.g., dog-floor-cat) and found that if the interven-
ing prime was a word, then priming from the previous target
to the current target was eliminated. If the previous target had
been active for 1,000-1,300 ms, then priming should not have
been eliminated. So, while keeping a preprime item active for
1,000-1,300 ms may allow ACT® to predict some lag effects,
it leads to problems with other lag effects.

For compound cue models, if the compound contains three
test items, then the relative amounts of priming for all the
possible combinations of three items should be predictable.
Consider, for example, the preprime, prime, and target se-
quence hammer-vase~nail. If the compound contains all
three of these items, then the familiarity of hammer-nail
should facilitate responses to nail, but the facilitation would
be less than if the sequence were vase-hammer-nail. The
reduction in amount of facilitation would come from placing
less weight on the preprime than on the prime and less weight
on the prime than on the target in the calculation of familiar-
ity. There would also be facilitation for the target vase in the
sequence hammer-nail-vase because of the association of
hammer and nail, but the facilitation would be even smaller,
again because of lower weights on the preprime and prime
than on the target. Contrary to this last prediction, McNamara
(1992) did not find facilitation for a target when the preprime
and prime were related to each other but not to the target,
and he uses this finding to argue against compound cue
theory.

The problem with McNamara's (1992) argument is that it
depends on the relative weights of the preprime, prime, and
target. If the weights of the preprime and prime combined

equal the weight of the target, and the weight on the preprime
is greater than half of the prime weight, then McNamara is
right—the amount of priming on the target should be large
enough to observe empirically. But these are unreasonable
assumptions. If the preprime and prime weights combined
equal the weight of the target, then if the two items preceding
the target are nonwords, the error rate on the target word
would be 50%. More reasonably, the preprime and prime
ocombined should be given less than half the total weight, and
similarly, the preprime should have less than half the weight
of the prime. Under these assumptions, the predicted amount
of facilitation is too small to detect empirically.

Table 2 shows familiarity values calculated from the SAM
model for preprime, prime, target triples for different values
of weights and strengths of associations. In the table, U stands
for a word unrelated to any other word in its triple, and R
stands for words related to each other. For example, the triple
hammer-vase-nail is represented as RUR. For the calcula-
tions, we assumed that the strength connecting & word pre-
sented as a cue to its own image in memory (e.g., nail to nail)
was high and also that the strength connecting a word to a
related image (e.g., nail to hammer) was high; these values
were both set to 1.0 in the first column of Table 2. All other
strengths were set to the same lower value (e.g., .2 in Column
1; see Ratcliff & McKoon, 1988, Table 1).

Consider the familiarity values in the first column of the
table, where the target is given a little more weight than the
prime and preprime combined (.6 vs. .3 vs. .1). When the
prime is related to the target (URR), the value of familiarity
for the target is much larger than when neither the prime nor
the preprime is related to it (UUU); the familiarity values are
3.86 versus 3.45, an increment in familiarity due to priming
of 0.41. However, in the condition which McNamara claimed
a problem for compound cue theories, in which the preprime
and prime are related to each other but not to the target
(RRU), there is only a small amount of facilitation, 3.50
versus 3.45, an increment of only 0.05. This predicted amount
of priming in familiarity for the RRU condition is only about
13% of the amount for the URR condition, and it would not
be observable empirically (assuming roughly linear mapping
from familiarity to reaction time). If URR gave 30 ms of
priming, then RRU would give about 4 ms, which would be
too small to observe empirically. At the same time, the
facilitation for the RUR condition is about 30% of the UUU
condition, which is detectable (though this is less facilitation
than was obtained empirically by McNamara, 1992). In con-
trast, using McNamara's weights (.2, .3, and .5, so that half

Table 2
Familiarity of Various Preprime, Prime, and Target Relations
Weights

Triple .1,.3, .6 .14, .29, .5T* .14, .29, .57 2,.3,.8 Q12,7
19;818) 345 34 26.77 1M 3.58
RRU 3.50 j&7 26.93 ju 36t
RUR 187 3.56 27.14 38 mn
URR 386 an 21.60 364 390

Note. U = words unrelated 10 any other word in its triple; R = words reiated 10 each other.

*Strengths = 1 and .2. *Swuengths = Sand 2.
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the total weight is on the preprime and prime; see column 4),
priming in the RRU condition is 30% of priming in the URR
condition, an amount of priming that would be observable
empirically.

Further examples are given in the other columns of Table
2. With the weights in the second column of Table 2, the
target gets twice the weight of the prime, which gets twice the
weight of the preprime. In the fifth column, the target is
weighted most heavily, showing priming in the RUR condi-
tion but little chance of detecting priming in the RRU con-
dition. Again, it would be difficult to observe any priming in

RRU with these values of weights (facilitation between 10%
and 15% of URR), but priming of RUR would be observable
(facilitation of about 50% of URR). The third column shows
that results are similar if much higher strength values are
used. In sum, Table 2 shows that if the preprime and prime
combined have as much weight (or more) than the target,
there should be an observable priming effect for RRU triples,
but if the target has only half the weight or less, the effect will
be too small to be observed.

McNamara (1992) also considers a second kind of triple,
in which the preprime can be a nonword. He argues that
compound cue theories cannot account for the effects of a
nonword preprime, whereas spreading activation theories can.
To understand this argument, it is important to understand
what the two classes of theory predict, and why.

Consider a preprime, prime, target sequence in which the
preprime can be either a nonword or a word completely
unrelated to the prime or target. For spreading activation
theories, activation will not spread from a nonword to the
prime or target, and activation from a completely unrelated
word will not spread to the prime or target. Therefore, re-
sponses to the target will not be affected by whether the
preprime is a nonword or an unrefated word.

But the data show otherwise; a nonword preprime slows
response times 10 the target (it slows response times equally
for targets related to their primes and targets unrelated to
their primes). This finding would seem to contradict the
spreading activation prediction, but McNamara argues that
the slow-down comes from some other processes than spread-
ing activation. He labels these processes “sequential effects,”
as they have previously been called in the literature (Fal-
magne, 1965; Laming, 1968; Remington, 1969), and requires
that they be explained in the standard way, by whatever
reaction time model is appended to spreading activation
models.

Compound cue theories could give two different accounts
for the effects of nonword preprimes. The first is the same as
for spreading activation theories. Sequential effects could be
sttributed to an appended reaction time model in which
ponwords slow responses by changing response criteria. The
second is more interesting and comprehensive. We have
suggested (Ratcliff & McKoon, 1988) that sequential effects
are not due to some separate process but are instead the result
of compounding. So a nonword preprime will slow responses
10 a target because the familiarity value for 28 compound that
includes a nonword will be low—lower than for s compound
that includes an unrelated word preprime. This follows from
the assumption that associations between nonwords and

words are lower than associations between unrelated words.
How much lower is a theoretical question and will depend on
the weight given 10 the preprime compared with those for the
prime and target. It may be that the difference in the priming
effect for word and nonword preprime will be predicted to be
small while at the same time an overal) slowdown is predicted.

A nonword preprime will reduce the size of the priming
effect for a related prime and target, because the values of
prime-target familiarity are muitiplied with the values of ali
combinations of preprime with prime and target, and these
values are smaller for a nonword preprime than for a word
preprime. However, how much the size of the priming effect
is reduced depends on the relative weights given the preprime,
prime, and target. It may be that the reduction in priming
effect is small and unobservable compared to how much the
nonword preprime slows responses overall. Moreover, the
smaller priming effect will be measured against the slower
overall baseline due to the nonword prime. A smaller priming
effect against a slower baseline may appear to be the same
size in milliseconds as a larger priming effect against a faster
bascline. For example, a 30-ms priming effect on a baseline
of 500 ms may, given current reaction time models (see
Ratcliff, 1978), be equivalent to a 50-ms priming effect on a
baseline of 700 ms. Unfortunately, there are currently no data
to show exactly what these baseline effects might be for
priming in lexical decision.

The assumption that compounding rather than an ap-
pended reaction time model accounts for sequential effects in
reaction time has a precedent in the reaction time literature.
This notion of compounding is similar to the linear model
proposed for sequential effects in choice reaction time (e.g.,
Laming, 1973, Secs. 11.6-11.7). In the linear model, the
subjective probability of a farticular event is a continuous
variable and depends on the previous sequence of stimuli;
reaction time depends on this subjective probability. This
assumption is similar to the notion that the compound cue
tested at any point is a weighted average of prior items. In
choice reaction time, it is clear from empinical data that there
is & rapid decay of the influence of earlier items. For example,
Laming (1968, Figure 8.11) shows that the effect of prior
items in a sequence is roughly exponentially decaying as a
function of position back in the sequence and that the effect
has roughly dissipated by a lag of 2. Thus, the linear model is
consistent with the lag effects observed in lexical decision
priming studies.

In summary, the effects of a nonword preprime do not
allow & clear discrimination between the compound cue and
spreading activation models. To test compound cue models
for these effects, we would need a model of how baseline
changes affect the amount of priming. For spreading activa-
tion models, the appeal 10 sequential process would need
some theoretical suppon from a specific reaction time model.

Conclusion

1. Whether the small priming effects obtained for weakly
associated pairs such as deer-vegetable are problematic for
spreading activation or compound cue theories turns on the
issue of how these priming effects are to be predicted. We
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have shown that they cannot be easily predicted from free-
association production probabilities by any current model
Spreading activation theorists need to demonstrate how free
association and priming effects can be jointly modeled, or
they will need to find a new predictor variable that makes
sense in the context of their theories. Compound cue theorists
need more research to further document co-occurrence statis-
tics and semantic relationships as predictor variables in the
context of their theories.

2. Compound cue theories can accommodate priming ef-
fects over triples of three sequentially presented words, but
their success in doing so depends an the weights given to the
preprime, prime, and target in the caiculation of familiarity
for the response to the target. With the reasonable assumption
that words are given significantly less and less weight as they
increase in the distance with which they precede the target,
SAM (Gillund & Shiffrin, 1984) can account for data pre-
sented by McNamara (1992).

3. When the preprime that precedes a prime and target is
a nonword, responses to the target slow down (McNamara,
1992). Both spreading activation and compound cue theories
can account for this finding. Spreading activation theories
attribute the slow-down to sequential effects in whatever
reaction time model would be appended to the spreading
activation memory retrieval model (McNamara, 1992). Com-
pound cue theories could use the same appended reaction
time model explanation, or they could assume that the non-
word, with its very low familiarity value, was combined with
the prime and target.

Spreading activation was first proposed as a general retrieval
mechanism by which the memory system could focus on a
contextually relevant subset of all the information in memory
and by which long pathways of connected information could
be retrieved. The activation of items input to the system and
items connected to them is intended to provide a focusing
process, giving information that can be evaluated by subse-
quent decision processes or recycled to generate activation of
additional information for recall processes. This spread of
activation over distance from input information is the primary
function of spreading activation. If spreading activation does
not serve this function, then its utility is substantially dimin-
ished. Both the data reported here and earlier data (Balota &
Lorch, 1986; de Groot, 1983; Ratcliff & McKoon, 1988)
indicate that activation does not spread over any significant
distance.

In contrast, compound cue theories use information in
short-term memory to focus on appropriate subsets of infor-
mation in long-term memory. The information in short-term
memory is assumed to form a compound with which long-
term memory is probed. The familiarity of the compound
determines recognition decisions, and the compound is also
used 10 generate retrieved information for recall tasks. Dis-
tance between concepts in memory is represented by the
strengths of their mutual associations. In lexical decision,
large priming effects reflect a high degree of familiarity of a
compound (e.g., baby-child), and smaller priming effects
reflect lower degrees of familiarity (e.g., hospital-child). The

presence or absence of mediating concepts is irrelevant for

the compound cue theories, because only directly associated

GAIL McKOON AND ROGER RATCLIFF

pairs (or pairs with one mutually associated item in the
Gillund-Shiffrin implementation, 1984) will produce an in-
crement to familiarity in the models.

The compound cue theories and the results of the experi-
ments reported in this article suggest that there are large
numbers of weak direct associations in memory. The ubiquity
of these associations is consistent with the way we were able
to measure them in Experiment 3. Many pairs of words must
co-occur more often than would be expected by chance, and
identifying them is a matter of finding large enough and
diverse enough databases. Experiment 3 provides the begin-
ning of such an effort, using only a relatively small database.
from a relatively restricted source (the AP newswire). But even
with this restricted database, over 300 words co-occur with
words like war and school more often than would be expected
by chance.

The compound cue view emphasizes that a word is under-
stood in the context in which it is encountered (i.e., the
information that co-occurs with it in short-term memory). In
computational linguistics, this view has been summarized by
the theme, “You shall know a word by the company it keeps”
(Firth, 1957; cited by Church & Hanks, 1989). Hanks (1987)
has pointed out that we can understand bank by its context
river, swim, boat or money, account, savings. Similarly, we
can know housewife by the different contexts linoleum, baby,
or career. It should not be surprising that our long-term
knowledge contains all of these different associations or that,
in context, they are all familiar,
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Appendix
Materials Used in Experiment 3

Highly related free-associstion prime, high r-value prime, Jow ¢~  22. house, vacstion, morning: home

value prime: target.

23. man, police, affair: woman

1. child, hospital, room: baby 24. numbers, calls, protest: letters
2. children, young, father: kids 25. play, war, season: games
3. biade, kitchen, putty: knife 26. priest, separation, mainstream: church
4. blue, night, fireworks: sky 27. lamp, sales, glass: light
$. brain, heat, radio: wave 28. bed, hours, days: sleep
6. ceiling, convention, manufacturer: floor 29. stomach, emergency, flowers: food
7. city, residents, flames: town 30. ocean, air, holes: water
8. doctor, army, public: nurse 31. door, bedroom, rain: window
9. earth, earthquake, stake: ground 32. justice, state, welfare: law
10. grow, power, growers: plant 33. leaf, family, branch: tree ,
11. foot, textile, workman: shoe 34. moon, movie, female: stars
12. arm, lefi, amputation: leg 35. music, theme, show: song
13. bake, piece, candles: cake 36. people, cheering, candidate: crowd
14. boy, death, love: girl 37. porthole, passenger, transport: ship
15. cars, fire, sound: trucks 38. sickness, public, package: health
16. country, newspapers, conscience: nation 39. soldier, officer, protest: army
17. crust, apple, cream: pie 40. tobacco, black, passenger: smoke

18. memory, doubt, image: mind

19. green, acres, plane: grass
20. finger, cash, guard: hand
21. heal, bullet, blood: wound
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Carr Appointed Editor of the Journal of Experimental Psychology:
Human Perception and Performance, 1994-1999

The Publications and Communications Board of the American Psychological Association
announces the appointment of Thomas H. Carr, PhD, Michigan State University, as editor
of the Journal of Experimental Psychology: Human Perception and Performance for a 6-
year term beginning in 1994. As of December 15, 1992, manuscripts should be directed to

Thomas H. Carr, PhD
Department of Psychology
Michigan State University
East Lansing, Michigan 48824

Manuscript submission patterns for JEP: Human Perception and Performance make the
precise date of completion of the 1993 volume uncertain. The current editor, James E.
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Discourse Models, Pronoun Resolution, and the Implicit Causality of Verbs

Gail McKoon, Steven B. Greene, and Roger Ratcliff

Some interpersonal verbs., such as admire and amaze. describe an action or property of one person
(the resctor) that is necessarily a response (0 &n action or property of another (the initiator). We
hypothesized that these verbs make the initistor relatively more accessible in 8 comprehender's
discourse mode! and that this change in relative accessibility aids identification of the referent of
ape in 8 subseq becouse clause. We predicied that, as a result, subjects would be faster
to recognize a character's name afier 8 because clause that uses a pronoun 10 refer 1o that characier
than aficr one that refers to some other characier. Four experiments confirmed this prediction.
Three funther experiments demonsirated the impornance of the verd's causal structure and of the

presence of the connective because to this result.

The use of psychological methods to study linguistic phe-
nomena offers the possibility of simultaneous progress on
issues in both fields. At least as far back as early empirical
investigations of the derivational theory of linguistic com-
plexity (e.g., Fodor & Bever, 1965; Fodor, Garrett, & Beyer,
1968; Miller, 1962), psychologists have sought empiricaljev-
idence for hypotheses put forth by their colleagues in'lin-
guistics. The finding of such evidence both supponts the lin-
guistic hypotheses and allows the construction of models of
underlying psychological processes that presumably rely on
linguistic regularitics.

In what follows, we describe the use of psychological
methods to study the processes of pronoun resolution during
comprehension of linguistic stimuli of special interest. These
stimuli are of special interest because they employ verbs
from a class exhibiting *“implicit causality” (Garvey &|Car-
amazza, 1974). We specify the nature of this implicit cau-
sality in greater detail later; for now, some illustrations will
make this property clear. Consider the sentence frame
“Mathilda amazed Jonathan because. ..."” When asked to
complete a sentence frame of this form, subjects show great
regularity in choosing to say something about Mathilda
rather than about Jonathan. Note that either type of contin-
uation is possible, for example, “because she displayed such
refined talent™ or “because he had never seen a fire-cater
before.” Garvey and Caramazza identified this type of im-
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plicit causality as NP, causality because the bias is to con-
tinue the sentence by saying something about the surface
subject. Some verbs exhibit NP, causality instead, such as in
“Felix admired Alexandra because. . ,,” which most subjects
will complete by describing a propex{y of Alexandra’s (“be-
cause she aced the accounting exam ") rather than a property
of Felix's ("“because he was always in desperate need of arole
model™). A number of verbs exhibit NP, causality; 8 number
of others exhibit NP, causality. We discuss later the char-
acteristics of these two groups of verbs.

Psychologists studying language have long been intergsted
in how information conveyed by the main verb of a sentence
contributes to the sentence's grammatical structure {(e.g..
Healy & Miller, 1971). More recently, their aticntion has
focused on the particular issue of the implicit causality of
verbs, which has been studied using a variety of tasks (Au,
1986; Brown & Fish, 1983; Caramazza, Grober, Garvey, &
Yates, 1977; Ehrlich, 1980; Hoffman & Tchir, 1990; Hudson.
Tanenhaus, & Dell, 1986). However, there has to date been
no systematic, empirical demonstration that implicit causal-
ity is understood except under conditions in which subjects
have been asked to engage in some explicit strategy; for
example, they may be asked to gencraic a continuation for
the sentence or to identify the antecedent of a pronoun by
speaking it aloud. Whether implicit causality is understood
in the absence of such specific strategies is still an open
question. ldeally, we would like an empirical demonstration
that implicit causality has an effect on comprehension, plus
some method for measuring that effect. Onc promising place
to look for an effect of implicit causality is in the processes
that identify an argument of a verb as the referent for a sub-
sequent pronoun because there is 3 widely accepied tech-
nique for studying these processes: comparing the accessi-
dility of referents and nonreferents after pronouns are read
(Chang, 1980; Corbett & Chang, 1983; Dell, McKoon, &
Raicliff, 1983; Gemnsbacher, 1989; MacDonald & MacWhin-
ney, 1990, McKoon & Ratcliff, 1980, 1984).

A demonstration of effects of a verb’s implicit causality on
pronoun resolution would be especially interesting in light of
the difficulty of finding evidence of pronoun resolution in
other contexts. Recently, Greene, McKoon, and Ratciiff
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(1992) proposed a framework in which to study pronoun
processing. According to the Greene et al. framework, com-
prehenders construct a discourse model that represents the
entities and events evoked by a discourse and the relation-
ships among them (see Grosz, 1981; Grosz, Joshi, & Wein-
stein, 1983; Grosz & Sidner, 1986, McKoon, Ratcliff, Ward,
& Sproal, in press; McKoon, Ward, Ratcliff, & Sproat, 1993,
Sidner, 1983a, 1983b; Ward, Sproat, & McKoon, 1991; Web-
ber, 1983). Each entity in the discourse mode! has some de-
gree of accessibility relative to all other entities. The initial
degree of accessibility of an entity is determined by the syn-
tactic, semantic, and pragmatic means by which it is intro-
duced, and its accessibility changes as comprehension of var-
ious syntactic and semantic structures alters the relationships
represented in the model. The accessibility of an entity in a
discourse model is therefore determined not only by the man-
ner in which it is introduced into the discourse but also by
subsequent references 1o it.

In this framework, the job a pronoun performs is seen not
as a trigger that initiates & serial search for an antecedent (see
Matthews & Chodorow, 1988) but as a cue to identify the
discourse cntity that best matches the secmantic and gram-
matical features of the pronoun (sce also Gernsbacher, 1989).
Specifically, the identification of a referent for a pronoun is
first attempted by a fast, automatic process that depends on
the accessibility of the intended referent in the discourse
model. This process matches the features of the pronoun in
paralie] against those of all entities in the discourse model,
If one entity matches sufficiently well and better than all
other entities, it is identified as the most likely referent of the
pronoun. On the other hand, if either no referent matches
sufficiently or more than one referent matches equally well,
the comprehender may optionally engage in further, strate-
gic, processing to identify the referent. A series of experi-
ments by Greene et al. in which subjects read short (threc-
scnicnce) lexts describing two cqually salient characters
found evidence of successful pronoun resolution only when
subjects had extrinsic motivation to keep track of the char-
acters and generous time in which to do so. In the absence
of these factors, no evidence of pronoun resolution was
found. The pronoun-as-cue framework explains this result:
Because the two entities were equally salient, neither
matched the pronoun sufficiently better than the other 10 be
uniquely identified as its likely referent. On the basis of this
evidence, Greene et al. argued that the processes responsible
for pronoun resolution in previous psychological experi-
ments (e.g.. Chang, 1980; Corbett & Chang, 1983; Gerns-
bacher, 1989) may have been optional, strategic processes
and not a mandatory component of comprehension.

In contrast to typical experimental materials that describe
two characters who are equslly in the focus of attention,
natural discourse commonly uses 8 pronoun to refer to a
discourse entity that is already highly salient, relative to other
entities (Brennan, 1989; Chafe, 1974; Ehrlich, 1980;
Fletcher, 1984; Greene et al., 1992; see also Givon, 1976).
The occurrence of a pronoun usually indicates 10 the com-
prehender that the discourse is still centered on the previously
salient entity or entities (Greene et al., 1992; Grosz et al.,

1983). Numerous syntactic, semantic, and pragmatic devices
can be used to establish one discourse entity as the current
focus of attention and, therefore, as likely to be referred to
subsequently (Gemsbacher, 1990; Gernsbacher & Shroyer,
1989; Grosz, 1981; McKoon, Ratcliff, Ward, & Sproat, in
press. McKoon, Ward, Ratcliff, & Sproat, 1993; Sidner,
1983b; Ward et al., 1991). An utterance containing a verb
exhibiting implicit causality may have the effect of estab-
lishing the verb’s more prominent argument as the current
focus of attention (Hudson et al., 1986). In terms of the
pronoun-as-cue framework, these verbs may alter the relative
accessibilities of their arguments in a discourse mode!. That
change in accessibility may be sufficient to ensure that the
fast, automatic process of pronoun resolution can provide
one of them as the likely referent of a subsequent pronoun.
If that is the case, then we may be abie to find evidence of
successful pronoun resolution even when the experimental
procedures employed do not encourage subjects to engage in
strategic processing.

Before tumning to the empirical evidence, we examine in
greater detail why some verbs exhibit the implicit causality
that we hypothesize to privilege onc possible refercnt over
the other in a discourse mode! framework. Garvey and/Car-
amazza (1974) coined the term implicit causaliry 10 describe
a property of transitive verbs that relate two nouns referring
to human or animate beings in such a way that “[o]ne or'the
other of the noun phrases is implicated as the assumed locus
of the underlying cause of the action or attitude™ (p. 460).
Garvey and Caramazza argued that implicit causality is pan
of the semantics of the verb root: Some verbs, such as con-
fess, telephone, and approach, assign the cause of the event
to the subject noun phrase (NP,), whereas others, such as
Jear, praise, and admire, assign the cause to the object noun
phrase (NP;). By examining subjects’ completions of sen-
tence frames such as “The prisoner confessed to the guard
because he. . J these rescarchers established that, when
asked to do sd, English speakers reliably attribute causality
1o NP, for some verbs and to NP5 for other verbs.

A subsequent experiment (Caramazza et al., 1977) showed
that subjects were faster 1o name the antecedent for a pronoun
after reading a sentence containing a verb exhibiting implicit
causality if that pronoun was consistent with the causality
than if it was not. For example, when asked to identify the
referent for he, subjects responded “Jimmy" fasier after read-
ing “Jimmy confessed to Mary because he wanted forgive-
ness” than they responded “Michael™ afier reading “*Cathy
confessed to Michael because he offered forgiveness.” -

Garvey and Caramazza (1974) identified the “locus of the
underlying cause™ as the relevant factor in determining &
verb's implicit causality, but they stopped short of a full ex-
planation of why that factor is critical and how one deter-
mines this locus. Following Au (1986; also Osgood, 1970),
we discuss interpersonal verbs in terms of which of their
arguments initiates a state of affairs and which one reacts to
it. We use the term interpersonal verbs to refer 1o those verbs
that describe a relationship between two people that has an
essential psychological component: At least one of the people

Ao
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must have some mental representation of the other. The im-
plicit causality of a verb is toward the argument that initiates
an action or evokes a response. As noted earlier, the subject
of confess initiates the action: We confess for things we our-
selves have done. In contrast, the subject of rhank is reacting
to a state of affairs brought about by the object: We thank
others for things they have done. In one case, the grammatical
subject is the initiator, and the object is the reactor; in the
other, the object is the initiator, and the subject is the reactor.
Note that the reactor may very well carry out some action,
as in thank, as well as in correct and congratulate; the key
is that the action is necessarily in response to an initiating
state or action of someone else. Often the reactor’s action is
a speech act, but it need not be, as in help.

Levin's (in press) recent discussion of English verb classes
supports the initiating-reacting distinction. Levin, summa-
rizing earlier work in linguistics, classifies verbs of psycho-
fogical states (“psych-verbs”), such as amaze and admire,
into two categories, depending on whether the experiencer of
some emotional reaction is the surface subject or object. She
also describes another category, “judgment verbs,” such as
congratulate, reproach, and scold, which are like the admire
psych-verbs in that the admire verbs “relate to a particular
feeling which someone may have in reaction to something,
{and] the judgment verbs relate to a judgment or opinion
which someone may have in reaction to something” (p. 175).
Thus, both the admire verbs and the judgment verbs indicate
that the surface subject is expeniencing some reaction at the
initiation of the surface object. Levin’s analysis of judgment
verbs is reminiscent of Fillmore's (1971) analysis of the same
verbs as presupposing responsibility on the part of the ar-
gument filling the role he labeled “defendant,” generally the
surface object.

The initiating-reacting distinction intuitively matches our
understanding of implicit causality. Subjects’ completions of
because clauses reveal what aspect of the verb's meaning
subjects believe requires a causal explanation. The initiating
of a state of affairs typically demands an explanation; the
reaction is explained by the state of affairs itself. Thus, be-
cause clauses should typically explain the behavior of the
initiator, not the resctor.

In summary, verbs that exhibit implicit causality are those
whose arguments fill the roles of initiator and reactor. Some
property or action of the initiator causes a response by the

reactor; this response may simply be an emotion (admire) or
a pereeption (notice), o it may include an action (thank). A
because clause will naturally then explain what propeny or
action of the initiator provoked the response by the reactor.
However, as Garvey and Caramazza (1974) first noted, it is,
of course, possible for because clauses to offer an explana-
tion in terms of 8 property or action of the reactor, as in
“Cathy confessed to Michael because he offered forgive-
ness.” In such an instance, in which the because clause is

inconsistent with the implicit causality of the verb, the anal-
ysis requires an additional step. A property or action of the
initiator still causes a response by the reactor, but the nature
of the explanation offered by the because clause is different.
In this case, the becawse clause explains what propeny or
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action of the reactor made the initiator’s property effective
or the initiator’s action possible.

Although our analysis of implicit causality is compatible
with current linguistic discussions of the argument-taking
properties of verbs, it differs somewhat from that found in
previous psychological work (e.g., Brown & Fish, 1983).
Researchers since Garvey and Caramazza's original work
have sometimes replaced their atheoretical NP,/NP; classi-
fication scheme with one that distinguishes between “state
verbs,” which describe a situation in which one person (the
stimulus) induces a psychological state in another (the ex-
periencer), and action verbs, which describe a situation in
which one person (the agent) instigates an action directed at
another (the patient) (Brown and Fish, 1983). According to
Brown and Fish's analysis, state verbs will exhibit implicit
causality for NP, or NP,, depending on which noun phrase
refers to the stimulus. Action verbs, in contrast, should al-
ways exhibit implicit causality for NP, the agent, according
to this analysis. However, Au (1986) found that although
some action verbs, such as cheat and flarrer, exhibit implicit
agent causality, others, such as correct and praise, exhibit
implicit patient causality. Au instead resurrected an earlier
analysis of causa! attribution, that of Osgood (1970), to ex-
plain the implicit causality of action verbs, while retaining
the Brown and Fish analysis of state verbs.

Qur conclusion is that the state-action distinction is su-
perfluous to understanding implicit causality. Implicit cau-
sality has been found to be a property of some, but not all,
verbs in both categories. Therefore, classifying a verb as
belonging to either category tells little about whether that
verb will exhibit implicit causality, and further, classifying a
verb as an action verb tells nothing about which way the
causality will go. No matter whether a verb is catcgorized as
action or state, its scmantics still must be further analyzed to
predict its implicit causality. So for the purposes of the re-
search described in this article, both siate and action verbs
are analyzed solely in terms of the initiating and reacting
roles of their arguments to predict implicit causality.

Experiments 14

These experiments examine pronoun resolution in a be-
cause clause that follows a verb exhibiting implicit causality.

shows examples of the texts that were used in the

experiments. Consider the first example in Table 1; in the
third sentence, infuriate is a verb for which the subject—in
this case, James—is the initiator. The subject does something
or has some property that brings about a reaction by the
object; in this case, the reaction is an emotion. The example
shows two possible continuations of the third sentence: In the
first, the because clause is consistent with the implicit cau-
sality of infuriaze, in the other, it is inconsistent. Given our
analysis of verbs exhibiting implicit causality and the
pronoun-as-cue processing hypothesis, we can suggest how
the two alternative continuations of the final sentence might
be undersiood during comprehension. As a verb exhibiting
implicit causality, infuriare makes the initiator, James, rel-
atively more accessible than other entities in the discourse
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Table 1 Once again, in the other continuation, “she ncver knew

Examples of Experimental Texts how to negotiate,” the pronoun mismatches the most acces-
Verb caiegory ltem sible entity on gender, and the information in the continuation

James and Debbie were working
on a political campaign together.
They were both planning on
pursuing careers in politics.
James infuristed Debbie because
(a) he leaked important
information (o the press.
(b) she had 10 write
al! the speeches.

The boss had been giving Diane
and Sam a hard time lately.
Finally the two of them decided

1o do something about it.
Dianc valued Sam because
(s) he always knew
how to negotiate.
(b) she never knew
how to negotiate.

Subject initiating

Object initiating

model of the text. In the first continuation, “he leaked im-
portant information to the press,” the pronoun is intended to
refer to James. When it is matched as a cue against the entitics
in the discourse model, the most accessible entity, James, is
identified as the most likely referent. The gender of the pro-
noun is consistent with James as the referent, and perhaps
more importantly, the information in the continuation is con-
sistent with the implicit causality structure of the verb; it
explains what state of affairs James created. The several fac-
tors of increased accessibility in the discourse model, gender
agrecment, and appropriateness of the continuation for the
verb's causality all conspire toward identification of James
as tae referent for the pronoun.

In contrast, consider the second continuation, “she had to
write all the speeches.”™ The most accessible referent is still
the initiator, James, but now the gender of the pronoun does
not match. Moreover, the content of the continuation is in-
consistent with the verb's implicit causality. The predicate
explains what Debbie had to do in response to the state of
affairs created by James, not what James himself did. Be-
cause of these mismatches, the initiator should be discarded
as a potential referent. The remaining two possibilities are
that pronoun resolution may fail, leaving the pronoun ref-
erence unresolved, or that the other, intended, referent—
Debbie—may be selected.

The situation is similar for verbs for which the object is the
initiator, like value, in the second example in Table 1. The
object of value does something or has some property that
brings about a reaction by the subject. Thus, value makes its
object relatively more accessible in a discourse model. In the
first continuation, “he always knew how to negotiate,” which
is consistent with the implicit causality of value, the pronoun
is intended to refer to Sam, and the continuation explains
what property of Sam's prompted Diane's reaction. So, when
the pronoun is matched against the discourse model, Sam is
identified as the most likely referent, and the matching gen-
der and consistent continuation confirm this selection.

is inconsistent with the causality implicit in the verb. The
continuation explains what property of Dianc's allowed her
to appreciate the property of Sam's, and only indirectly what
property Sam possessed. As with the inconsistent continu-
ation of the subject-initiating verb infuriare, pronoun reso-
lution may fail, or the only other potential referent, the re-
actor, may be selected.

All of the experiments described here compare subjects’
reaction times to recognize & character’s name as having
appeared in the current text when the test occurred after the
two types of continuations: those in which a pronoun refers
to the tested character and those in which a pronoun refers
to the other character. The (est aiways occurred at the end of
the third sentence of three-sentence texts like those in Table
1. Foliowing the reasoning just outlined, for the character that
was the referent of the pronoun in the consistent continuation
(c.g.. James in the first example in Table ), we anticipated
that responses to that character’s name would be facilitated
when it was tested after the consistent continuation relative
to the inconsistent continuation; that is, responses would be
facilitated for the name when that character was the referent
versus when it was not. We refer to this as a matching effect:
Responses to a character’s name are facilitated when that
character matches the referent of the pronoun versus when
it does not.

However, for the character intended as the referent in the
inconsistent continuation, two outcomes are possible. In this
case, the processes of pronoun resolution may leave the ref-
erence unresolved, resulting in no matching effect but per-
haps overall facilitation for the initiator because of its initial
greater accessibility. Or, if the pronoun resolution process
does not fail but instead selects the other character, the re-
actor, as the referent for the pronoun, we would again expect
facilitation for the character referred to by the pronoun, in
this case, the reactor. We would therefore expect a matching
effect such that responses are facilitated when the character
whose name is presented for recognition matches the referent
of the pronoun in the continuation.

Experiments | and 2 examine subject-initiating verbs, like
infuriate, and Experiments 3 and 4 examine object-initiating
verbs, like value. These experiments were designed to ex-.
amine pronoun resolution under conditions in which subjects
read at approximately normal rates without adopting any spe-
cial strategies. The materials were presented at a rate of about
250 ms/word, arate that other rescarch (e.g., Dellct al., 1983;
Greene et al., 1992, Experiments 8 and 9; Just & Carpenter,
1980; Rayner, 1978) has shown to be reasonable for college
students. Comprehension questions following the texts asked
about a vaniety of information from the texts; they did not ask
about specific kinds of information, such as which character
carried out particular actions, 30 as not to induce subjects to
adopt sirategies specific to pronoun resolution (or any other
task beyond that required by the experimental procedure di-
rectly). Finally, three times as many filler items as critical
items were included in the experiments in order 1o reduce the
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predicuability of the type of item to be tested and the test
locations.

Method

Maierials. Twenty subject-initisting verbs and 20 object-
initiating verbs were chosen from those used in previous research
(Au, 1986, Brown & Fish, 1983). Because we seiecied only verbs
that were subject or object initiating sccording to our snalysis of
implicit causality, we excluded some verbs, such as relephone and
hir, that had been included in previous research. The subject-
initiating verbs we selected were aggravate, amaze, amuse, annoy,
apologize, bore, charm, cheat, confess, deceive, disappoin!, exas-
perate, fascinate, frighten, humiliate, infuriate, inspire, intimidate,
scare, and surprise. The object-initiating verbs were assist, blame,
comfori, congratulate, correct, detest, dread, envy, hate, help, jeer.
notice, pacify, praise, reproach, scold, siare, thank, trust, and value.
The implicit causslity of these verbs can be demonsirated by asking
subjects (o generate continuations of sentence fragments that
present the verbs in the following frame: proper noun, verb (tense),
proper noun, because (e.g., “James infuriated Debbic because

). Continuation daia were collected for some of the 40
verbs used in our experiments by Au (1986), and we collected con-
tinuation dats for the others. Overall, the mean percentage of sub-
jects continuing s sentence fragment with a pronoun referring to the
referent consistent with the causality of the verb was 89 for the
subject-initiating verbs and 92 for the object-initiating verbs.

Each verb was used in the third senience of a three-sentence text.
The first sentence of each text introduced two characters, one male
ang the other femaie, and the third sentence mentioned these char-
acters again by name. The second sentence referred to both of them
by anaphora (usually they). For half of the 1exts, the first-mentioned
character in both the first and third sentences was male, and for the
other half, female. The critical verb was used in the first clause of
the third sentence. The two clauses of the third sentence were always
joined by because. There were two versions of the second clause
of the third sentence: One version began with a pronoun matching
the gender of the first character in the first clause and continued with
information thai made sense for that character in a causal role; the
second version began with s pronoun matching the gender of the
other character and continued with information that made sense for
that characier. An example of a text for & verb with each kind of
implicit causality is shown in Table 1. The average length of the first
and second seniences combined was 19.8 words, and the average
length of the third sentence was 10.9 words. The average number
of words between the first character's name in the first clause of the
third sentence and the pronoun in the second clause was 3.2; the
average number of words between the second character’s name and
the pronoun was | (because), and the average number of words
between the pronoun and the end of the sentence was 5.7. There
were two test words (or each text, the two character namies. There
were also two test statements {or each 1ext, one true and one false.
These tested a variety of kinds of information from the texts.

There were 60 [iller 1exts used to provide different kinds of test
words from the experimenta) 1exts. These texts were all three sen.
tences long and averaged 33 words in length. Each text had | test
word. Thirty-five of these test words had not appeared in any text
(17 of these were proper names), and 25 had appeared in their text.
Nineteen were tested in the first two sentences, and the remainder
were tested in the third sentence. Each (iller text had associated with
it one true and one false test swatement; as with the experimenta)
texts, these were writien to test 8 variety of kinds of information
from the texts.

BATE June 4, 1993 | JOB.

Procedure. Al of the texts and test items were presented on 8
cathode-ray tube (CRT) screen, and responses were coliected
on the computer keyboard. Each subject participated in one 50-min
$ess10n.

Each experiment began with 30 lexical decision test items. These
items were included (0 give subjects practice with the response keys
on the computer keyboard. After this practice, there were 20 filler
texts, and then the remainder of the texts—20 experimental (20
subject-initisting texts in Experiments | and 2, and 20 object-
initiating texts in Experiments 3 and 4) and 40 fillers—were pre-
sented in random order.

Each text began with the instruction 1o press the space bar on the
keyboard 1o initiate the text. When the space bar was pressed, the
text was presented, one word at a time. Each word was displayed
in the same location on the CRT screen, and each was displayed for
170 ms plus 17 ms multiplied by the number of letiers in the word.
There was no pause between words. The last word of a sentence was
displayed for an extra 200 ms uniess it was immediately followed
by a test word. When a test word was presented, it appeared in the
same location as the text words; its letters were all in upper case
(unlike the words of the text) and two asterisks were displayed
immediately to its left and 1o its right. The test word remained on
the screen until a response key was pressed (?/to indicate the word
had appeared in the text, and ¢ to indicate the word had not appeared
in the text). In Experiments | and 3, after the response and a pause
of 170 ms, the text continued or the rress sPACE Bak message for the
true-false sentence was presented. In Experiments 2 and 4, if the
response was slower than 1,100 ms, the message 100 sLow! was
displayed first for 500 ms. We used the response time feedback to
encourage very fast responses, in order (o be sure that the pattemn
of results obtained in Experiments | and 3 could be replicated under
speed conditions, and so that we could be sure that decisions about
the test words were not based on slow, strategic processes that began
at the time of presentation of the test word. In all the experiments,
each text was followed by a true-false test statement, and incorrect
responses 10 this test statement were followed by an error message,
the word eazon, presented for 1,500 ms. Each texi had a true and
» false test statement; which one of these was presented was chosen
randomly. For the test words, subjects were instructed 1o respond
as quickly and accurately as possible. For the true-falsc test state-
ments, they were 10ld to aim for 100% accuracy.

Design and subjecis.  For all four experiments, there were two
variables for the 20 experimental texis: The pronoun in the second
clause of the third sentence matched in gender either the first or the
second character in the first clause, and the test word was the name
of either the first character or the second. Note that the consistent
pronoun refers 1o the first character name for the subject-initiating
verbs and 10 the second character name for the object-initiating
verbs. For the experimental texts, the test word was always pre-
sented after the final word of the text. The four conditions formed
by crossing the two variables were combined in 8 Latin square
design with four sets of texts (S per set) and four groups of subjects
(5 in each group except for Experiment 2, in which there were 7 in
each group). The subjects participated in the experiments for credit
in an introductory psychology course st Northwestern University.

Results and Discussion

Means were calculated for each subject and each item in
ch_condition, and means of these means are shown in
&%Eﬂmn response limes longer than 2,000 ms were
eliminated from the means and analyses. For Experiments
1 and 3, this was about 4% of the data, and for Experi-
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Table 2
Resulis of Experiments 1—4: Response Times (RTs) and Error Rates
Subject-initiating verbs
Experiment | Experiment 2
RT % errors RT % errors
Test first character
Consistent continuation 1,005 s 776 7
(referent maiches test)
Inconsisient continuation 1,083 0 780 s
(referent does not match test)
Test second character
Consistent continuation 1,430 2 835 6
(referent does not match test)
Inconsistent continuation 1,060 2 795 4
(referent matches test)
’ Object-initiating verbs
Experiment 3 Experiment 4 -
Test second character 273 =
Consistent conlinuation A 993 2 733 N
(referent matches test)
Inconsisient continuation 974 ] 764 4
(referent does not match test)
Test first character
Consistent continuation 1,008 9 784 12
(referent does not match test)
Inconsistent continuation 957 3 735 )

ments 2 and 4, this was less than 1% of the data. Response
times for fllles test words and true-false tes! statements are
shown in]TablE 3 ?for all the experiments. Table 3 also
shows the standard errors of the means for the experimen-
tal conditions of each experiment.

Examination of the data in Table 2 shows that the choice
of pronoun used in the text had a strong effect on response
times 10 the test words. Consider, for example, responses to
the first character’s name in Experiment 1. The first character
was referred to by the pronoun in the consistent continuation,
and responses for the first character's name were faster fol-
lowing the consistent continuation than the inconsistent con-
tinuation. In other words, responses 1o the test word were
faster when the referent of the test word matched the referent

Table 3

of the pronoun than when it did not. A similar matching effect
was obtained when the second character name was presented
as a test word: When it matched the antecedent of the pro-
noun, responses were faster than when it did not maich. We
interpret the matching effect as showing that the subjects in
these experiments understood which of the two characters in
a text was the intended referent of the pronoun, in contrast
to previous experiments in which they did not (Greene et al.,
1992).

We had predicted the matching effect for the character in
the initiator role: The causal structure of the verb should
make this character more accessible in the discourse mode!,
and the consistency of the information in the because clause
with that character as the referent for the pronoun should

Response Times (RTs) and Error Rates for Filler Test Words and True-False Test Sentences

and Standard Errors of the M=ans

Positive Negative True test False test
test words test words sentences senlences
Experiment RT % erro RT % erro VRT % errors” Y RT % ervo SE.
) 1,283 12 1,237 4 2,437 9 2.259 12 22
2 932 24 890 9 2,086 8 2.060 12 10
3 I, 141 16 1.094 3 2.240 9 2.181 [} 19
4 888 22 857 9 1.982 8 1,987 17 17
s 1,01 13 1,028 8 2,162 7 2,076 13 18
6 1,083 14 1,030 s 1,999 8 1,987 1S 16
7 1,128 16 1,074 4 2,050 8 1,962 12 14

Noie.  Response times are in ms. Standard errors refer 1o the ervor in the means of the experimental conditions tesied by analysis of
variance.
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facilitate responses to that character's name as a test word.
However, we were unsure about whether there would also be
a maiching effect for the character in the reactor role: A
continuation that was inconsistent with the verb’s causal
structure would have 1o lead to a rejection of the most ac-
cessible possible referent (the initiator) and also lead to
enough further processing to identify the reactor as the pro-
noun’s referent. The fact that we did obtain the matching
effcct for the character in the reactor role indicates that this
processing did occur. The failure of a because clause to be
consisient with the causal structure of the verb, combined
with the mismatch in gender between the pronoun and ref-
erent, is apparently sufficiently salient to invoke the extra
processing required to identify the reactor as the referent.

One caveat about the interpretation of the pattern of data
is in order. It should be clear that we have no measure of a
neutral baseline for response times to our recognition tests of
the characters’ names following the texts. In the experiments
in Greene et al., we used sentences like “Mary accidentally
scraiched John with 8 knife and then she dropped it on the
counter.” We measured the response time to a character’s
name both before and afier the pronoun in the second clause
of its sentence, so that we could examine the relative facil-
itation given by the pronoun 1o its referent versus a nonref-
erent. Whether any obtained facilitation was due to true fa-
cilitation for the referent or inhibition for the nonreferent is
impossible to determine. Similarly, in the experiments re-
ported here, we compared whether the response time to a
character's name at the ends of the sentences changed as a
function of whether the character matched the referent of the
pronoun in the sentence, but whether that change was fa-
cilitation for a referent or inhibition for a nonreferent is im-
possible to say. Because we were concerned only with rel-
ative effects, this is not a serious problem. Our claim is only
that the matching effect represents a relative change in the
accessibilities of the referent versus the nonreferent.

The lack of a neutral baseline also makes it inappropri-
ate to compare reaction time for one character’s name as a
test word to reaction time for another character's name as
a lest word. Because we have no a priori measure of the
relative accessibility of the two characters, that comparison
would give us no basis on which to conclude that the pro-
cess of pronoun resolution differentially affected the acces-
sibility of the two characters. The only comparison permit-
ted by the present data concerns whether the consistent and
inconsistent continuations differentially affect the accessi-
bility of the same character; this is the comparison re-
vealed in the matching effect.

The matching effect held for both subject-initiating verbs
and objeci-initiating verbs, as well as for subjects who were
pressed to respond quickly (by the Too sLow! message) and
those who were not, with one exception. For the subject-
initiating verbs tested with the Too stow! message (Experi-
ment 2), the test word referring to the referent of the con-
sistent pronoun did not show a maiching effect. In this one
case, response times did not appear to slow significantly
when the referent of the test word did not match the referent
of the pronoun, and this result suggests that pronoun reso-

: gotlie 1! T June 4,

lution may be somewhat less robust with subject-initiating
verbs than with object-initiating verbs.

The matching effect in each experiment represents an in-
teraction between the character name that was tested and the
pronoun that was used in the sentence. The significance of
the interactions was demonstrated by analyses of variance
(ANOVAs) that treated subjects as the random variable (F))
and analyses that treated items as the random variable (F5).
For Experiment 1, F (1, 19) = 12.2 and Fy(1, 19) = 7.4; for
Experiment 2, F\(1. 27) = 5.8 and Fy(1. 19) = 5.8; for
Experiment 3, F (1, 19) = 6.8 and Fy(1, 19) = 5.0; and for
Experiment 4, F;(1, 19) = 6.0 and Fy(1, 19) = 8.0, ali ps <
.05. With one exception noted later, no other reaction time
effects approached significance in either subjects or items
analyses. Standard errors of the response time means are
shown in Table 3 (for all experiments). Error rate differences
were also tested by ANOVAs, and all F values were not
significant (p > .05, Fs less than 3.1), again with one ex-
ception discussed later.

Our main hypothesis was that verbs exhibiting implicit
causality initially would make the character in the initiator
role more accessible than the character in the reactor role and
that this difference in accessibility should facilitate pronoun
resolution. But, in addition, some effect of the initial greater
accessibility of the character in the initiator role might sur-
vive to the end of the sentence. Consistent with this expec-
tation, reaction times were faster o the first test word, which
referred to the initiator, than to the second test word in Ex-
periment 2, F(1, 27) = 14.2 and F3(1, 19) = 5.8, ps < .05.
Also, in Experiment 3, significantly fewer errors were made
on the second character (the initiator) as a test word than on
the first, F (1, 19) = 5.9 and Fy(1, 19) = 4.1, ps < .05. In
addition to these significant effects, the nonsignificant ten-
dencies for reaction times to be faster to test words that re-
ferred to initiators than 'o those that referred to reactors in
Experiments ) and 3 are consistent with our hypothesis that
verbs exhibiting implicit causality make the initiator more
accessible than the reactor.

Experiments 5 and 6

Experiments 1—4 demonstrated a matching effect in reac-
tion time for responses to a recognition test of a character’s
name such that responses to a test of a character's name were
facilitated if the character matched the referent of the pre-
ceding pronoun. We have hypothesized that this happened
because the structure of verbs exhibiting implicit causality
“privileges™ the initiator role over the reactor role as a po-
tential pronominal referent. If the gender of the subsequent
pronoun and the information in the continuation following
the pronoun are consistent with the implicit causality of
the verb, the character in the initiator role is waken 10 be
the pronoun’s referent, as demonstrated by the matching
effect observed for the initiator in Experiments 1-4. If,
however, the gender of the pronoun and the information in
the predicate are inconsistent with the potential referent
privileged by the verb's implicit causality, this mismatch
causes the other character, the reactor, to be selected as the
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referent of the pronoun, as demonstrated by the matching
effect for the reactor. For both initiator and the reactor, the
result is the same: faster recognition responses to a charac-
ter's name if that character matches the referent of the pro-
noun in the continuation.

Our account of the n.. ning effects found in Experiments
1-4 emphasizes the importance of consistency between the
verb's causal structure and the explanation of the verb's
action given in the because clause. The relationship be-
tween the two is made explicit by the word because. This
connective may serve to bring to the fore the information
about implicit causality inherent in the verb’s lexical struc-
ture. Experiments S and 6 examine whether the presence
of this connective is necessary 10 create the effect observed
in Experiments 1-4.

Method

Experiment 5§ examines subject-initiating verbs, and Experiment
6 examines object-initisting verbs. The 20 texts for the subject-
initiating verbs and the 20 texts for the object-initiating verbs wers
each moa:+d so that the final, two-clause sentence became two
sentences with because deleted. This was the only change made to
the materials. For example, the fina) sentences for the first text in
Table | were changed to: “James infuriaied Debbie. He leaked im-
portant information to the press,” and “James in(uriated Debbie. She
had 10 write all the speecl.es.” As these examples suggest. it is siill
possible, or even likely, that comprehenders will interpret the in-
formation in the second sentence as a reason for the action in the
first sentence. However, the relation is not made explicit in the text;
instead comprehenders must make what Clark (1977) refers 1o as
a bridging inference. We hypothesized that less causally explicit
matenals might adversely sffect pronoun resolution, causing the
matching effec: 10 be reduced or to disappear altogether. Of course.
spliting the two clauses of the original version of the sentence into
two separate sentences would in al! likelihood alier subjects’ com-
prehension processes and might siso modify discourse relations in
ways beyond simply making the causal relationship less explicit,
but we lack a sufTiciently thorough understanding of discourse rep-
resentation to predict such changes with any precision. Hence, in-
terpretation of null results from this experiment would of necessity
be tentative.

In displaying the two final sentences, the words were presented
as in the previous experiments, and there was an additions| 200-ms
pause after the final word of the first of the two sentences. In all
other respects, the experimental procedures and mate ials were the
same as 1n the previous experiments. (There were no Too sLow!
messages.) The test words for the experimental texts were always
presented a! the end of the final sentence of their 1ext. There were
the same (wo varisbles as in the previous experiments: The fina!
sentence used either the consistent or the inconsistent pronoun, and
the test word was either the first character’s name or the se.ond
characicr's name. These four conditions were combined in a Latin
square design, with 28 subjects in each experiment.

We siso collected continuation data on these new materials. We
wondered whether the .ame preference 1o refer to either the surface
subject or the surface object shown in continuations with because
sentences would also appear without the becawse connective. For
the continuation study, we modified the two final sentences of each
text s0 that they used two names of the same gender, and we pre-
sented them in this frame: proper name, verb (tense), proper name,
pronoun (e.g.. “James infuriated Sam. He ). Subjects

were asked 10 continue the second sentence, and their continuations
were scored sccording 10 whether the content indicated that the
pronoun had been interpreted as referring to the first characier or
the second. The texts were divided into two sets. esch with half
subject-initiating verbs and half object-initiating verbs randomly
ordered, and 42 subjects gave continuations for each set. For the
subject-ini:iating verbs, the probability of a continuation indicating
that the pronoun had been interpreted according to the causality of
the verb was high, .88, as it had been with the connective because.
However, for the object-initiating verbs, the preference was no
longer evident; the probability of a continuation indicating inter-
pretation of the pronoun according to the causality of the verb was
only .39. These proportions most likely indicate a preference for a
subsequent sentence to refer to the surface subject of a preceding
sentence.

Results and Discussion

The data were analyzed as for the previous expenments
(with responses slower than 2,000 ms, less than 2%, elim-
inated), and means are shown in

The only difference between these two experiments, 5 anu
6, and Experiments ] and 3 was that the connective because
was deleted, tuming the two-clause final sentences of Ex-
periments | and 3 into two separate sentences in Experi—2nts
5 and 6. This difference eliminated the matching effect com-
pletely; in Experiments S and 6, response time for a test word
was not affected by whether or not its referent matched the
intended referent of the pronoun that preceded it. In fact, the
only etiect ir: response times was that, for the object-
initiating verbs, responses to the first character name (the
name that the pronoun would not be expected to match) were

Table 4
Results of Experimenis 5 and 6: Response Times (RTs)
and Error Rates

RT % crrors

Experiment 5: Subject-initiating verbs
Test first character

Consistent continuation 934 2
(referent matches test)
Inconsistent continuation 918 ]

(referent does not maich test)
Test second character

Consistent continuation 921 2
(referent does not match test)
Inconsistent continuation 917 1

(referent matches test)
Experiment 6: Object-initiating verbs
Test second character

Consisient continuation 880 3
(referent matches test)
Inconsistent continuation 887 3

(referent does not match test)
Test first character

Consistent continuation 938 D)
referent does not match test)
Inconsistent continuation 9st 5

(referent matches test)
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slower than responses to the second character aame. This
effect was significant, Fy(1, 27) = 4.5 and Fy(1, 19) = 5.5,
ps < .05. All other Fs, for both experiments, were less than
1.0. There were no significant effects on error rates, Fs < 1.5.

Clearly, the presence of the connective because contributes
to successful pronoun resolution in a dependent clause that
follows a verb exhibiting implicit causality. This finding sug-
gests that the lexical structure of the verb and the information
contained in the sentence continuations are not sufficient
either alone or in combir.ation to bring about successful pro-
noun resolution. Of course, sltering our texts to change the
final sentence into two sentences by simply deleting the con-
necting because may have altered discourse relations in other
ways as well, 50 any interpretation of the results of Exper-
iments 5 and 6 must be viewed with caution.

Experiment 7

Experiments i-4 found evidence of facilitation for a test
word whose referent maiches the referent of the preceding
pronoun in 8 because clausc following verbs that exhibit
implicit causality. Experiments § and 6 suggested that the
because connective is critical to this matching effect. This
suggests a further possibility to be examined: Perhaps the
presence of because is not only necessary but, in fact, suf-
ficient to create the effect. The results obtained in Experi-
ments 1—4 were obtained using materials with because con-
nectives; earlier failures to find similar evidence of pronoun
resolution used materials with no because clauses (Greene et
al. 1992). This final experiment examines whether adding
because clauses io those earlier materials might allow us to
find ev.dence of pronoun resolution.

Method

Maierials. The 32 experimental texts were modified from texts
prexi used by Greene et al. (1992). An example text is shown
infTable 3_JEach teat was made up of three sentences, with the first
senience iniroducing two characters of difTerent genders and the
sccond sentence referring to both of them anaphoricaily. There were
two versions of the third sentence, each made up of two clauses
connected by because. The first clause was the same in both ver-
sions and mentioned both characters by name, in the same order as
in the first sentence. The first name was the subject of the verb in
this clause; the second name was usually a direct or indirect object.

Table §
Example of Paragraphs from Experiment 7

Sentence

Mary and John were doing
the dishes after dinner.
One of thern was washing
whiie the other dried.

Conclusion

she was ¢ tired
and clumsy.

he suddenly grabbed
for a glass.

Mary sccidentally scratched John
with 8 knife because

The verb constructions used in these sentences were, approximate-
ly: scratched, shot a1, was being tickied by. tried 10 caich, saw, read
something to, went 10 visit, threw something ai, aimed something a:
stole something from, poured something for, saw, broke something
playing with, waiched, appreciated something from, tried to amuse.
tried 10 cook something for, watched, wanled to call, was playing
something for, 1ook over something from. drove, edited something
Jor. made something for, searching for something for, waited 10 see,
tried 10 repair for, counted something golien from, was drawing a
picture of. heard someihi,.g about, borrowed son.cthing from, and
started writing 10, None of ti.ese verbs fit our analysis of verbs that
exhibit implicit causality. One of the second clauses of the final
sentence referred to the {irst character with a pronoun and continued
with information consistent with that character in a causal role. The
other second cisuse referred 10 the second character with a pronoun
and continued with information consistent with that character. The
mean number of words in the first two sentences was 18.2; the mean
number of words in the third sentence was 14.0. The mean number
of words between the first character's name in the third sentence and
the pronoun was 7.1, and between the second character's name and
the pronoun, 2.2. The mean number of words between the pronoun
and the end of the sentence was 4.9. There were two test words for
each text, the two character names. There was one true-false test
statement for each text; halfl were true and half faise. The same filler
texts were used as in the previous experiments.

We collected continuation data for the final sentences of these
texts in the same way as for the texts used in Experiments 1-4. The
first clause of each fina! sentence plus the word because was pre-
senied as a sentence fragment for subjects to complete (¢.g.. "Mary
accidentally scratched John with a knife because ).
Each fragment was completed by at least 32 (or as many as 45)
subjects. The mean proportion of continuations that referred to the
first character name (out of all continuations that referred to one or
the ¢ Yer of the characters) was .46. The variability across items was
high, but conditionalizing the response time data (given later) on the
relative propontions of continuations did not yield any meaningful
differences in the patterns of response times.

Procedure, design, and subjects. The procedure in Experiment
7 was the same as ‘or Experiments | and 3. There were two variables
in the design: Th.¢ second clause of the final sentence used a pronoun
interZed to refer either to the first or to the second character men-
tioned in the first clause, and the test word was either the first
character's name or the second character's name. These four con-
ditions were combined in a Latin square with the 32 texts and 24
subjects (from the same population as the previous experiments).

Results

The data were analyze in the same way as § previous
experiments, and the means are shown iriTable 6!Responsc
times longer than 2,000 ms were eliminated (less than 1%
of the data).

T+ main result is that there was no matching effect. Re-
sponse time for a test word did not depend on whether the
test word's referent matched the intended referent of the pro-
noun that preceded it. Instead, response times were slower for
the first character's name than the second character’s name,
whichever pronoun was used. This effect was significant,
F\(1,23) = 4.8 and Fy(],31) = 4.8, ps < .05. Other Fs for
response times were less than 1.0. There were also more
errors on the first character's name, F,(1,23) = 8.1 and F5(!,
31) = 4.3, ps < .05. For errors, the interaction between the
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Table 6 because she forgot the wine,” the action of blaming is ini-

Results of Experiment 7: Response Times (RTs)
and Error Rates

RT % errors
Test first character
Referent matches test 9s 5
Referent does not match test 978 2
Test second character
Referent does not match test 947 1
Relerent maiches test 930

pronoun and test word variables approached significance in
the subjects’ analysis, F(1, 23) = 3.6, p < .05, and was
significant in the items’ analysis, Fj(1, 31) = 5.4, p < .05.
The other Fs for the efrors analysis were less than 2.0.

It is worth repeating here that conditionalizing the re-
sponse time data on the continuation data did not yield a
meaningful pattern of results. Neither in this experiment
nor in Experiments S and 6 could failures to find a match-
ing effect be predicted from continuation probabilities. In
Experiments 5 and 6, subjects were likely to continue a
senience containing a subject-initiating verb with a pro-
noun referring to the subject character, but there was no
matching effect. They were not particularly likely to con-
tinue a sentence containing an object-initiating verb with a
pronoun referring 1o the object, and there still was no
matching effect. The implication of these results is that,
while continuation data may sometimes be helpful in elic-
iting subjects’ intuitions, they cannot take the place of
other kinds of tests of comprehension.

General Discussion

The lexical representation of interpersonal verbs exhibit-
ing implicit causality guides comprehension of sentences that
use those verbs. These verbs entail a psychological relation-
ship between the initiator and the reactor, at least one of
whom must have some mental representation of the other. We
have argued that the lexical representations of these verbs
call for arguments that satisfy the roles of initiator and re-
actor: The verbs attribute some action or emotion to the re-
actor that is necessarily a response 10 a state of affairs for
which some action or property of the initiator is the cause.
For some verbs, the initiator appears in the subject position
in the surface structure of & sentence and the reactor appears
in the object position; for others, the surface position of the
roles is the reverse. In both cases, the relative accessibility
of the initiator in the discourse mode! constructed during
reading is increased. Additionally, because the verbs express
an action or state of affairs brought about by the initiator, it
is natwral for a because clause following the verb to explain
the initistor's behavior. The increased sccessibility of the
initiator, the natural fit of the explanation of the verb's lexical
structure, and the use of the connective becawse together
support pronoun resolution in sentences in which a verb ex-
hibiting implicit causality is followed by an explanatory
clause consistent with it. In the sentence “John blamed Mary

tisted by Mary (something she did), and the reason that she
brought about blaming is that she forgot the wine. Mary is
more accessible than John, it is natural to explain how she
caused blaming, and because makes the causal relation ex-
plicit; these factors together support identification of Mary
as the referent of the pronoun. In contrast, for the sentence
“John blamed Mary because he was in such & bad mood,” the
gender of the pronoun is not consistent with the more ac-
cessible of the two characters, and the explanation of the
blaming action does not immediately fit with the implicit
causal structure of the verb. These factors work against iden-
tification of Mary as the referent of the pronoun and support
the alternative referent, John.

Although we have classified the 40 verbs used in our stud-
ies as verbs exhibiting implicit causality, it is important to
understand that such a classification is only our best first
effort. Some of the 40 verbs may fit into the implicit causality
class better than others, and undoubtedly other verbs that we
did not consider rightfully belong in the class. Furthermore,
implicit causality is only one of many dimensions along
which verbs might be classified; when other dimensions are
considered, the class of verbs exhibiting implicit causality
may break apart into a variety of other classes (see Levin, in
press). We have adopted the simplifying assumption that
these other dimensions do not interact, for the purposes of our
experiments, with implicit causality.

Our data support the proposed analysis of verbs exhibiting
implicit causality by showing a matching effect: Both when
the because clause was consistent with a verb's causality and
when it was inconsistent, responses to a character's name as
a test word were faster when the character was the referent
of the pronoun than when it was not. There are at least two
possikie ways to describe the decision process that leads 1o
this difference in response times. One possibility is that the
test word is matched against the already existing represen.
tation of the sentence in memory, and response lime and
accuracy for the test word reflect its accessibility in that rep-
resentation. In this case, the test word does not modify the
existing representation, and the information provided by the
test word interacts with information in the text only in ways
that produce no new information about the text. A second
possibility is that the test word is used as additional infor-
mation in that it changes the text representation (Forster,
1981). In terms of our experiments, this could mean that the
pronoun’s referent had not yet been completely identified
before the test word was presented, but that when the ref-
erent’s name was presented as a test word, subjects at that
point matched it against the pronoun and the discourse rep-
resentation to identify that character as the referent. Of
course, presenting the referent’s name as a test word does not
add any really new information; the name is already in shon-
term memory because it was just mentioned in the preceding
clause (Clark & Sengul, 1979). However, presenting it as a
test word could, for example, add to that character's acces-
sibility sufficiently that pronoun resolution could succeed
when it had not already. If comrect, this second possibility
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would make the pronoun resolution that appears in our ex-
periments critically dependent on the presence of the test
word. In striking contrast, pronoun resolution in previous
experiments (Greene et al., 1992, Experiments 1,2, 3, 4, and
7) could not have been dependent on the presence of a test
word; in those experiments, there was no evidence that the
referents of pronouns were identificd at all,

The experiments reported by Greene et al. (1992) used
sentences Jike “Mary accidentally scratched John with a
knife and then she dropped it on the counter.” The main verbs
in these sentences do not have implicit causality as a central
part of their lexical representations. (See Levin, in press, for
a discussion of scrarch, for example.) Therefore, we sug-
gested, they do not privilege one of their arguments over the
other. When discourse models are constructed during reading
for sentences like these, the two arguments are not differ-
entially accessibie, and the second clause is not naturally
auributed to one argument or the other by the structure of the
verb. When a pronoun in the second clause is matched
against the discourse model, the two arguments do not differ
in accessibility, and the pronoun is not identified as referring
to one or the other of them. If no referent is identified for a
pronoun, then the information predicated of the pronoun is
not differentially associated with one character in the dis-
course representation rather than others.

The results presented here suggest that one way a discourse
can support pronoun resolution is by using a verb that in-
creases the accessibility of one possible referent more than
that of another and by attributing to the pronoun’s referent
information that fits naturally with the meaning of the verb.
In these circumstances, and possibly in others, pronoun res-
olution may even be a mandatory component of compre-
hension (Gerrig, 1986). In contrast, as was the case with the
materials used by Greene et al. (1992, Experiments 1-7),
when a discourse does not support the identification of a
unique referent for & pronoun, either because no referent is
sufficiently accessible or because several possible referents
are all equally sccessible, then special goals or strategies may
be required. In some of the experiments reported by Greene
et al., the procedure was slmast identical to that used in the
expeniments reported in this article: & reading speed normal
for coliege undergraduates (Greene et al. used a constant 250
ms/word pace, compared with the 170 ms/word plus 17 ms
per letter we used), and no specific task requiring subjects to
identify pronominal referents. The data showed no evidence
that unique referents for pronouns were identified. Evidence
of pronoun resolution appeared only when test locations
were made highly predictable by using just one-sentence
texts, when subjects were motivated by 8 specific task that
required pronoun resolution, and when they were given
ample time 10 accomplish the resolution process during
reading by presenting the words of the sentences at a rate
of about 500 ms each.

As we and others have noted, in natural discourse, pro-
nouns are typically used when only one entity is already
highly salient in the comprehender's discourse mode} (Bren-
nan, 1989; Chafe, 1974, Ehrlich, 1980; Fletcher, 1984;
Greene et al., 1992). Use of verbs that exhibit implicit cau-

sality is only one of many ways in which natural discourse
may make one entity more salient than others, and thereby
support pronoun resolution. A variety of other devices may
also be used to increase the accessibility of one entity: the
cataphoric rAis (“This man walks into a bar. . .,” Gernsbacher
& Shroyer, 1989); cleft sentences ("1t was Um’ixno who. . 1"
Sidner, 1983b); repetition of & full noun phrase (“Number
thirty passes to forty-one. Forty-one shoots, and he misses,”
Brennan, 1989); and spoken stress (Brennan, 1989). In short,
many devices of natural discourse allow it to be designed
precisely so that pronoun resolution can be accomplished
without requiring any specific strategy on the part of the
comprehender. We discuss the process of pronoun resolution
here, as in Greene et al,, not in terms of what the pronoun
does to trigger a search for its referent, but instead in terms
of what the discourse does to make such a search
unnecessary=-—how it introduces entities 50 as to make ana-
phoric reference felicitous.

More generally, these results and those of Greene et al.
speak to the kinds of research needed in discourse compre-
hension. It has recently been proposed that the representation
of discourse construtted by comprehenders without specific
goals or strategies is “minimal™ (McKoon & Ratcliff, 1992).
A minimal representation does not include all the inferences
necessary (o construct a full, real-life-like mental mode) of
the situation described by a text. Instead, the only inferences
constructed are those that are based on easily available
knowledge or that are required to achieve coherence with
information that is in the same local part of the text. For
example, by this view, inferences about “what will happen
next™ in a story are inferred only if they can be based on
well-known information. What will happen next (o an actress
who falls off a 14th-story roof is not well known and, data
have suggested, not explicitly inferred (McKoon & Ratcliff,
1986, 1989a, 1989b, 1989¢c). The finding that pronoun res-
olution processes may fail to identify a unique referent for
a pronoun pushes the minimalist approach much further. Af-
ter all, inferring that someone dies after falling from a 14th-
story roof might be viewed as quite a complicated inference,
unlike a pronoun, which is often thought to be trivially un-
dersiood by 8 reader. Clearly, from the pattiern of results
shown in this article and by Greene et al., pronoun resolution
is not a trivial matter. The unanticipated nature of this pattern
of results reinforces the minimalist emphasis on the impor-
tance of examining the loca! representation of discourse dur-
ing comprehension. This pattern of results also underscores
the minimalist claim that readers do not necessarily com-
prehend a discourse in some full, completely correct way;
some sorts of “comprehension” may give only an incomplete
representation of the meaning of a text.

Prior 1o this set of experiments, it would have becn difficult
to guess that stylistically appropriate pronouns were not ai-
ways understood, that their comprehension depended on the
verbs that preceded them in their discourse, and that their
comprehension depended on the kind of clause in which
they were placed. It would have seemed farfeiched to
claim that the lexical representation of a verb could deter-
mine whether or not a pronoun in a different clause was
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understood. Here, we have expressed only the first prelim-
inary ideas about how local representations of discourse
might be constructed and what kinds of information they
might depend on, and only the first preliminary data to ad-
dress these problems. But these data should be sufficient 10
indicate how much we don’t know about even the “small-
est” parts of discourse comprehension.
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Six experiments provide results showing that the accessibility of discourse entities is
affected jointly by pragmatic and morphosyntactic factors. Accessibility was varied prag-
matically by making an entity more or less closely related 1o the topic of its discourse, and
it was varied syntactically by introducing an entity either in a verb phrase (deer in hunting
deer) or in a compound (deer hunting). the latter should be less accessible according to
linguistic data. The accessibility of an entity was examined by measuring the difficulty of
understanding a pronoun intended to refer to the entity. Difficulty of understanding the
pronoun was measured with reading time for a sentence mentioning the entity, with a test of
short term memory. and with a test of long term memory. Results showed that both the
pragmatic and syntactic vaniables affected reading time for the sentence with the pronoun,
but that in all cases the relationships among the referent, the pronoun, and information given
in the discourse about them appeared to be understood both in their representation in short

term memory and in their representation in long term memory.

An important aspect of understanding
language, whether listening to a speaker or
reading a text, is relating each new piece of
information to information that has already
been conveyed. This context of prior infor-
mation is assumed to be represented in
*‘working memory"’ and used in determin-
ing the meanings of individual words, the
relations among individual propositions,
and the relevance of concepts and proposi-
tions to the overall message. The informa-
tion in working memory is especially criti-
cal for the interpretation of pronouns and
other anaphoric expressions. In this article,
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we investigate the structure of information
in working memory as it relates to the com-
prehension of pronouns. We assume a com-
plex structure that is determined by both
morphosyntactic and pragmatic factors;
following recent work in computational lin-
guistics and discourse analysis, we label
this structure a *‘discourse model."”" In six
experiments, we investigate some of the
referential properties of such a mode!l. The
experiments investigate the ease with
which specific entities in the discourse
model may be accessed by means of pro-
nominal reference, and they show that suc-
cessful reference is a function of both the
pragmatic and syntactic context in which
the referent was evoked in the prior dis-
course.

Within cognitive psychology, there have
been two distinct traditions of text process-
ing research that have investigated how on-
line language comprehension in general.
and anaphor interpretation in particular, re-
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late to the representation of information in
a discourse model. One tradition has gen-
erally focused on syntactic determinants of
linguistic structure, and, more narrowly, on
structure within a single sentence. Under
this view, the relationships among the ele-
ments of a sentence are organized accord-
ing to the syntactic roles that they fill in that
sentence. Reference to concepts or entities
previously evoked by the text is accom-
plished by accessing syntactically defined
elements; an anaphor accesses the syntac-
tic part of the sentence in which its ante-
cedent occurs. Ease of access is deter-
mined by the position of the antecedent in
the syntactic structure. Mathews and
Chodorow (1988), for example, provide
data suggesting that antecedents more
deeply embedded in a syntactic structure
lead to more difficulty for the interpretation
of an anaphor than antecedents not so
deeply embedded. In a similar vein, data
from experiments by Nicol and Swinney
(1989) suggest that the availability of a po-
tential referent is a function of its **syntac-
tic appropriateness’’ as the antecedent of
an anaphor. Syntactic approaches to the
on-line representation of discourse infor-
mation are reviewed by Mathews and
Chodorow (1988) and by Fodor (1989).
The other traditional approach to the on-
line processes and representations relevant
to anaphora has focused on the structure of
adiscourse as a whole, rather than on single
sentences (cf. Haviland & Clark, 1974;
Malt, 1985). Kintsch (1974) proposed that a
discourse was made up of semantic propo-
sitions (*‘individual idea units'’) and that
these propositions were connected to each
other through shared arguments. A con-
nected set of propositions was assumed to
consist of a *‘topic proposition,”’ i.e., the
most important proposition of the set. and
the importance of all other propositions
was defined relative to this proposition.
Kintsch and van Dijk (1978) later incorpo-
rated this structural proposal into a model
of on-line comprehension. In this model,

each new set of propositions in a discourse
is added to the already existing structure
via connections among shared arguments,
with preference given to more recently
mentioned propositions and arguments.
Entities of the discourse that are more top-
ical are more likely to be kept active in
short-term memory, and therefore they are
more available as referents of anaphoric el-
ements.

The ‘‘discourse model’" approach that
we assume as the background for our re-
search combines elements from the two tra-
ditions in psycholinguistics and from com-
putational linguistics, and also introduces
several new elements. Following Sidner
(1981), Webber (1979), and the proposi-
tional tradition (Haviland & Clark, 1974;
Kintsch, 1974), we assume that discourse
models contain the entities (‘‘arguments,”
Kintsch, 1974, or ‘‘cognitive elements,”
Sidner, 1981) evoked in a discourse, and
these entities are linked together by the re-
lations in which they participate. The enti-
ties in question are assumed to be concep-
tual entities—not linguistic ones. As Mor-
gan (1978). Webber (1979). Sidner (1981),
and others have pointed out, language and.
in particular, referring expressions, are
used to refer to objects in the world (or
model thereof), and not to oiher linguistic
units.

We also assume that the entities repre-
sented in the discourse model are associ-
ated with varying degrees of accessibility.
Not all noun phrases evoke discourse enti-
ties. For exampie, the anaphor if in the sen-
tence It's snowing outside does not evoke a
discourse entity (cf. Kamp, 1981; Heim,
1982; Webber, 1983), and so the notion of
accessibility does not apply. Other ana-
phors, such as do so, have been argued to
require explicit linguistic antecedents
{McKoon et al., in preparation; Murphy,
1985; Tanenhaus & Carlson, 1990) and
therefore may be more sensitive to surface
form than to the discourse level of repre-
sentation. In this article we exclude these
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kinds of anaphors and restrict discussion to
anaphors that are used to evoke discourse
entities in a discourse model and consider
their varying degrees of accessibility. We
assume that the entire current discourse—
and not just individual component sen-
tences—is represented in the discourse
model (cf. Kintsch, 1988), although at
times, of course, portions of it will be rela-
tively inaccessible and other portions will
be particularly salient, or “‘in focus'" (cf.
Grosz, 1978; Grosz & Sidner, 1986). Which
entities are highly accessible (‘‘in focus’’)
will change as the discourse progresses,
partly as a function of recency, and partly
as a function of shifts in topic (cf. Malt,
1985).

Our notion of a discourse model differs
from previous psycholinguistic proposals in
two key ways. First, we claim that the ac-
cessibility of discourse entities for subse-
quent anaphoric reference is determined
not by syntax alone and not by topicality
alone, but by a variety of syntactic, prag-
matic, and semantic factors. The critical
consequence of this claim is that there need
be no single, most accessible entity (such as
the topic) in the discourse, nor is there a
single metric (such as syntactic depth of
embedding) by which accessibility can be
calibrated. Experiments 1 through 6 sup-
port this claim by showing that accessibility
depends simultaneously on both syntactic
and pragmatic factors.

Second, we maintain that the accessibil-
ity of an entity in a discourse model is de-
termined not only by the context in which it
is introduced but also by the cue with which
that entity is later accessed by the compre-
hension system. Different cues may access
the same entity with varying degrees of suc-
cess; in some contexts, a definite descrip-
tion may work better than a pronoun, and in
other contexts, the reverse might be true.
Furthermore, the entities that are most ac-
cessible given one cue may be different
from the entities that are most accessible
given another cue. For example, a pronoun

may serve to evoke more recent entities,
whereas a definite description might serve
to evoke more distant entities. Our notion
is that reference processing is an interac-
tion between an anaphoric cue and dis-
course entities in memory. Later in this ar-
ticle, we describe this notion through the
metaphor of current global memory models
and show how it guides the methodology
used in the experiments.

It is important to note the limitations on
the theoretical discourse model that we as-
sume. The model is hypothesized to include
entities that are explicitly mentioned in the
discourse, the relations among those enti-
ties (cf. Kintsch, 1974), and their accessi-
bilities relative to potential cues. Whether
information of other kinds, such as infer-
ences, ‘‘mental models,”” or causal struc-
tures, is also included in the working mem-
ory representation of text is an open ques-
tion (McKoon & Ratcliff, 1992). Thus, for
present purposes, our conception of a dis-
course model represents only the informa-
tion necessary for processing the kinds of
anaphora under investigation, and there-
fore it differs from the models that have
been proposed by some other researchers
(Bransford, Barclay, & Franks, 1972;
Johnson-Laird, 1983; Morrow, Bower, &
Greenspan, 1989; Oakhill, Garnham, &
Vonk, 1989; Sanford & Garrod, 1981).

Because the discourse model theory as-
sumed in our research contains elements of
previous approaches, it is consistent with a
number of previous empirical findings. In
Kintsch's model for on-line text compre-
hension (Kintsch, 1988), the accessibility of
an entity depends on the recency with
which it was evoked and on how closely
connected it is to the discourse topic. Em-
pirically, both of these variables have been
demonstrated to affect accessibility as hy-
pothesized: it has been shown that more
recently mentioned entities are more acces-
sible (Jarvella, 1971; Caplan, 1972), and
that entities more closely connected to
the topic are better recalled (Kintsch &
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Keenan, 1973) and better recognized
(McKoon, 1977). Because the discourse
model theory incorporates both recency
and topicality as variables affecting ac-
cessibility, these findings are consistent
with it.

The theory is also consistent with re-
search motivated by more syntactic views
of discourse representation. Under these
views, the accessibility of an anaphor for an
antecedent depends on the syntactic posi-
tion of the antecedent. Mathews and
Chodorow (1988), for example, tested com-
prehension of the pronoun in sentences like
(1a) and (1b):

(la). After the bartender served the pa-
tron, he got a big tip.
(1b). After the bartender served the pa-
tron, he left a big tip.

They found that reading time for the
clause with the pronoun was faster when
the antecedent of the pronoun occurred in
subject position than when it occurred in
object position. On a strictly syntactic ac-
count, this advantage would be due to a
search process for the antecedent through
the sentence’s syntactic structure. An an-
tecedent in subject position, as in (la).
would have an advantage in a left-to-right
or top-down search. A discourse model ap-
proach would also predict an advantage
when the antecedent is in subject position,
but not because of a search through a syn-
tactic structure. Instead, the advantage
would be due to the greater accessibility in
the discourse model of entities evoked in
subject position relative to entities evoked
in object position.

In our view of discourse models, syntax
is assumed to be one of the factors that de-
termines the relative accessibilities of the
entities in the model. Several studies have
investigated such effects. Rothkopf, Bie-
senbach, and Billington (1986) and
Rothkopf, Koether, and Billington (1988)
have shown that a modifier is better re-
called when it is presented in predicate ad-

jective position than when it is presented in
prenominal position. In Rothkopf et al.’s
experiments, texts contained sentences
with phrases like the yellow fruit or the fruit
that was yellow. Subjects were better able
to answer a later question about the color of
the fruit if they had read the second (pred-
icate adjective} version. McKoon, Ward,
Ratcliff, and Sproat (in preparation) dem-
onstrated the same point with a different
procedure; they showed that a predicate
adjective is better recognized than a
prenominal one. For example, the adjective
hostile was presented in either prenominal
or predicate position: The hostile aunt was
intolerant or The intolerant aunt was hos-
tile. Later recognition of the word hostile
was faster and more accurate when it had
been read in predicate adjective position.
Similarly, concepts presented in direct ob-
ject position are better recognized than
concepts presented in an indirect object po-
sition, again demonstrating the effect of
syntactic context on later accessibility
(McKoon et al., in preparation).

Previous findings such as those just de-
scribed show either pragmatic influences
on accessibility (e.g. Kintsch & Keenan,
1973) or syntactic influences (e.g. Mathews
& Chodorow, 1988). What they do not
show is that these factors combine in a dis-
course to jointly affect accessibility for a
single discourse entity. This was one of the
goals of the experiments presented in this
article. Accessibility was examined through
its effects on the ease of comprehension of
pronouns; the more accessible an entity,
the more easily comprehended should be a
pronoun being used to refer to that entity.

A second goal of the experiments was to
investigate an interesting case of anaphora
that has been the topic of much debate in
the linguistics literature. This type of
anaphora provided us with the means to
manipulate accessibility via the syntactic
structure by which an entity was intro-
duced into a discourse.

In this type of anaphora, reference is




60 MCKOON ET AL.

made to entities evoked by antecedents that
appear within morphologically complex
words. In the second sentence of (2) below,
the pronoun it has as its antecedent Kal
Kan. Kal Kan appears within the complex
word Kal Kan cat, where we use the notion
of word as defined in recent studies in mor-
phology (cf., Matthews, 1974, Mohanan,
1986): a word may consist of a combination
of a stem plus some affixes, normally writ-
ten as a single orthographic word in En-
glish, or else may be a compound of several
stems, often written as multiple ortho-
graphic words, as is the case with Kal Kan
cat.

2. Patty is a definite Kal Kan cat. Every
day she waits for it.

A number of linguistic studies have ar-
gued that examples like (3b), in which an
antecedent occurs within a compound, are
ungrammatical, and so have postulated a
grammatical prohibition against complex
words containing antecedents for anaphoric
elements (e.g., Postal, 1969; Lakoff &
Ross. 1972; Simpson, 1983: Mohanan,
1986). In particular, Postal (1969) proposed
that no anaphor could have as its anteced-
ent a word that was ‘*part of the sense of™’
another word. Contrasts such as the one
exhibited in (3) (Postal, 1969, p. 230) are
claimed to be the result of such a grammat-
ical prohibition:

3a. Hunters of animals tend to like them.

3b. Animal hunters tend to like them.

According to Postal, them can be inter-
preted as ‘‘referring to’’ animals in (3a), but
not in (3b). In (3b), animal is morphologi-
cally contained within the compound ani-
mal hunters, which by Postal’s constraint
constitutes what is called an *‘anaphoric is-
land,”" and cannot by grammatical rule pro-
vide the antecedent for them.

However, Ward, Sproat, and McKoon
(1991) have argued against this position,
presenting dozens of examples of felicitous
naturally occurring tokens from a variety of
oral and written sources. The example in

(2) is one of these tokens: others are given
in (4) (the specific sources for the examples
are given in Ward et al., 1991):

4a. Bush supporters would stay home,
figuring he’d already won. (he = Bush)
4b. Call if you're a small business owner,
or interested in starting one. (one = a
small business)

4c. For a syntax slot, 1'd rather see some-
one with more extensive coursework in
it. (it = syntax)

4d. We went up to Constable country; we
stayed in the village he was born in. (he
= Constable)

4e. Millions of Oprah Winfrey fans were
thoroughly confused last week when,
during her show, she emotionally denied
and denounced a vile rumor about her-
self. (her = Ophrah Winfrey)

4f. Our neighbors, who are sort of New
York Ciry-ites, they have jobs there . . .
(there = New York City)

4g. Do parental reactions affect their
children? (their = parents)

Given that examples such as these occur
naturally in spoken and wnitten language, it
would appear that word-internal elements
can serve as antecedents for anaphors, con-
trary to the claims of Postal and others.

In fact, Ward et al. (1991) argue that
there is no grammatical constraint prevent-
ing word-internal elements from serving as
antecedents for anaphors. Rather the felic-
ity of such anaphora is a function of the
accessibility of the discourse entity evoked
by the word internal element to which the
anaphor is intended to refer. Consistent
with our assumptions about the representa-
tion of entities in a discourse model, we
claim that both pragmatic and syntactic fac-
tors are relevant for the accessibility of the
entity. In other words, the factors involved
in determining the felicity of anaphora for
anaphoric islands are exactly the same as
the factors involved in determining the ac-
cessibility of discourse entities in general.

According to Ward et al. (1991), the un-
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acceptability of anaphora like that in (3b) is
due to the inaccessibility of the relevant
discourse entity. As mentioned above,
modifiers have been shown to be relatively
inaccessible (McKoon et al., in prepara-
tion; Rothkopf et al., 1986; Rothkopf et al.,
1988) and so, assuming that the word-
internal element is functioning as a modi-
fier, word-internal elements should not gen-
erally be sufficiently accessible to reference
by anaphora.

On the other hand, all of the pragmatic,
syntactic, and semantic factors that deter-
mine accessibility in a discourse model can
conspire, singly or jointly, to make word-
internal elements sufficiently accessible to
permit subsequent anaphora. For example,
discourse entities can increase in accessi-
bility through relevance to the listener or
reader; Sheep farmers tend to like them
was judged acceptable by some members of
a New Zealand audience. Ward et al. (1991)
point out two further ways in which a dis-
course entity can become more accessible.
One way is through contrast with another
discourse entity, as in (5), a quote from

President Reagan’s 1990 farewell speech:

5. Well, action is still needed. If we're to
finish the job, Reagan’s Regiments will
have to become the BUSH Brigades.
Soon he’ll be the chief, and he'll need
you every bit as much as ] did.

The other way is through topicality. In a
television commercial for Saab, the pro-
noun it in sentence (6) can felicitously refer
to the Saab model 9000-CD which was
evoked by a word internal to the compound
Saab 9000-CD owners. Similarly, in the
first text in Table 1, the topic of the dis-
course segment is hunting and the dis-
course entity corresponding to the referent
of the pronoun in the last sentence (i.e.,
theyl/deer) is closely related to the topic;
therefore we would hypothesize that it is
relatively accessible.

6. We asked Saab 9000-CD owners about
its road-handling . . .

In sum, we have reason to believe not
only that the compound construction illus-
trated in (3b) serves to render an entity rel-

TABLE 1
EXAMPLES OF TEXTS USED IN EXPERIMENT 1

High 1apicality, compound

Sam likes the outdoor life. Having grown up in rural Kentucky. he knows a lot about nature and is an
expert at fishing and shooting. He goes on hunting trips as ofien as he can. He used to hunt just small
game, like rabbit and quail. However, lately he's taken up deer hunting. He thinks that they are really

exciting to track.

Low topicality, compound

Sam has many interests in the outdoors, He's an avid skier, and each winter he takes about a month off
from work to ski in Colorado. In the summertime, he visits his parents in Montana where he has a chance
to do some mountain climbing. Lately, he's taken up deer hunting. He thinks that they are really exciting

to track.

High 1opicality, verbal complement

Sam likes the outdoor life. Having grown up in rural Kentucky. he knows a lot about nature and is an
expent at fishing and shooting. He goes on hunting trips as often as he can. He used to hunt just small
game, like rabbit and quail. However, lately he's taken up hunting deer. He thinks that they are really

exciting to track.

Low topicaliry, verbal complement

Sam has many interests in the outdoors. He's an avid skier, and each winter he takes about a month off
from work to ski in Colorado. In the summertime, he visits his parents in Montana where he has a chance
to do some mountain climbing. Lately. he's taken up hunting deer. He thinks that they are really exciting

to track.

Note: Referent noun: deer.
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atively inaccessible in some discourse con-
texts but also that an entity evoked in this
construction can be made quite accessible
in other discourse contexts. The hypothesis
of a joint contribution to accessibility of
morphosyntactic and pragmatic factors
makes a number of predictions amenable to
empirical investigation, which we report on
below. To anticipate, in Experiment 1, we
varied topicality for entities evoked by an-
tecedents contained in the compound and
the corresponding verb phrase construc-
tions, as shown in Table 1. Our prediction
was that accessibility for the *‘referent en-
tity”’ (deer in Table 1) would be increased
both by the pragmatic and the syntactic
variables; the entity would be more acces-
sible when it was more closely related to
the topic and when it was introduced in a
verb phrase rather than a compound.

How to Measure Accessibility

Given our notion of a discourse model,
accessibility is defined as the ease with
which a discourse entity, introduced at one
point in a discourse, can be referenced at a
later point in the discourse by some cue,
such as a pronoun. The empirical goal is to
measure accessibility by measuring ease of
reference, that is, to measure the ease with
which pronouns are understood. This re-
quires at least a minimal model of compre-
hension processes for pronouns.

In Greene, McKoon, and Ratcliff (1992)
and Ward, Sproat, and McKoon (1991]), we
proposed that a pronoun is completely and
correctly understood if its intended referent
is sufficiently more highly accessible in the
discourse model, relative to the pronoun as
a cue, than all other discourse entities. Fol-
lowing current global memory models (Gil-
lund & Shiffrin, 1984; Hintzman, 1988;
Murdock, 1982; Ratcliff, 1978; see also
Gernsbacher, 1989), a pronoun is assumed
to be matched against all entities in the dis-
course model in parallel. The semantic and
grammatical features of the pronoun are
matched against the features of the dis-
course entities. Every entity in the dis-

course model will match the pronoun to
some degree, with the degree of match de-
pending on both the entity’s semantic and
grammatical features and its accessibility.
If the degree of match for some single entity
is sufficiently high, and sufficiently higher
than the match for all other entities, then
(without further processing) that entity is
identified as the pronoun’s referent; in es-
sence, a sufficiently high degree of match
constitutes a decision about the pronoun's
referent. If there is no entity that matches
sufficiently well, then a referent is not iden-
tified. If more than one entity matches suf-
ficiently (but none sufficiently better than
the others), then again no single referent is
identified. In the cases where a referent is
not identified, comprehension may fail in
the sense that the pronoun is left without a
referent. Alternatively, selection of a refer-
ent might be postponed, waiting for more
information from the discourse, or for stra-
tegic problem solving processes that might
be able to identify a referent. In the usual
case, where a single entity matches the pro-
noun sufficiently better than all other enti-
ties, the identification of the pronoun with
the referent leads to the attachment in the
discourse model of information associated
with the pronoun to information associated
with the referent.

This model for comprehension of pro-
nouns makes the explicit claim that pro-
nouns vary in the ease with which their ref-
erents can be identified such that, in some
cases, no referent at all is automatically and
uniquely identified. Failure to identify a
unique referent might occur as the result of
a number of factors, including the semantic
and pragmatic content of the discourse and
the speed required of comprehension pro-
cesses by the speaker or reader. The possi-
bility that pronouns sometimes fail to evoke
unique referents has been discussed previ-
ously by Yule (1982), who points out that,
in some discourse contexts, the identity of
the entity referenced by an anaphor may be
irrelevant to the reader or listener. Webber
(1983) also suggests that, if there is no im-




ACCESSIBILITY OF DISCOURSE ENTITIES 63

mediate need to determine a unique refer-
ent, an anaphor may be left unresolved.
Empirically, failure to resolve pronouns
has been demonstrated by Greene et al.
(1992). Their experiments investigated the
difficulty of identifying a unique referent
for a third person singular pronoun when
two possible referents had been evoked in
the discourse. Evidence for unique resolu-
tion was obtained only when reading rate
was slow or readers could anticipate at ex-
actly what point in the discourse the pro-
noun would occur. When reading rate was
more normal (250 ms per word) or readers
could not exactly anticipate the pronoun,
the data s»ggested that no unique referent
was iden:i:ed.

The possibility that pronouns may some-
times be left unresolved complicates efforts
to measure how difficult they are to com-
prehend. In particular, the time taken to
read a pronoun (or the time to read a sen-
tence containing a pronoun) is not an ade-
quate measure. This is because reading
times can reflect either time to successfully
resolve a pronoun or time to process the
pronoun but fail to resolve. One pronoun
read in a given amount of time might be
relatively easy to comprehend and so be
identified with a unique referent, while an-
other pronoun read in the same amount of
time might be relatively difficult and left
without a referent. In other words, reading
time cannot be interpreted as a measure of
comprehension difficulty unless it is com-
bined with some measure of whether the
pronoun was successfully resolved. Two
methods have been typically adopted in
previous research (cf. Chang, 1980; Corbett
& Chang, 1983; Gernsbacher, 1989; Mc-
Koon & Ratcliff, 1980b). One is to present
the intended antecedent of the pronoun as a
recognition test word at some point in the
discourse after the pronoun. The reasoning
that underlies this method is that successful
resolution of the pronoun will increase the
accessibility of its referent. This increase in
accessibility will, in turn, facilitate the rec-
ognition decision about the referent when it

is presented as a test word. This method
was used in Experiments 1 through 3. The
second method, used in Experiments 4
through 6, is to use priming in word recog-
nition to show that information given in the
discourse with the pronoun is connected in
memory to the referent, as it should be if
the referent is correctly and completely un-
derstood (McKoon & Ratcliff, 1980b).

EXPERIMENT 1

Table 1 shows examples of the texts that
were used in the experiment. Subjects read
texts one line at a time, in a self-paced pro-
cedure. After the final line of a text, a single
test word was presented for recognition (a
decision as to whether or not the word had
appeared in the text).

Table 1 also illustrates the design of the
experiment: the accessibility of a discourse
entity was manipulated pragmatically, by
how closely it was related to the topic of its
text, and syntactically, by using either the
verb phrase or the compound construction.
The referent entity (deer in Table 1) was
introduced in the next to last sentence of its
text, and it was the intended referent of the
pronoun mentioned in the last sentence. It
was also used as the test word that ap-
peared after the final line of the text. The
hypothesis was that the accessibility of the
referent entity would be increased when it
was more closely related to the topic and
when it was introduced in a verb phrase.
Increased accessibility was expected to re-
sult in faster reading time for the final sen-
tence containing the pronoun, faster re-
sponse time for the test word, or both.

Method

Subjects. Forty subjects participated in
the experiment for credit in an introductory
psychology class. Each subject participated
in one 50-min session.

Materials. Twenty-four sets of four texts
were written, each set with one critical ref-
erent noun. The four texts of a set imple-
mented the variables of the experiment: the
referent noun was used either in a com-
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pound or in a verb phrase, and it was either
more or less closely related to the topic of
its text. The four texts of one set are shown
in Table 1. For each of the four texts in a
set, the next to last sentence stated the
same information about the referent noun
and a verb (e.g., deer hunting or hunting
deer). The final sentences of the texts were
the same in all four versions and referred to
the referent noun with a pronoun (He thinks
they are really exciting to track). The ref-
erent noun was stated only in the nex. to
last sentence. The referent noun was also
the test word for the experimental texts.

The mean lengths of both versions of the
texts were 58 words, S sentences, and 7
lines as they appeared on a CRT screen.
The last line of each text was always the
entire final sentence of the text with no
words from the preceding sentence.

There were 30 additional texts used as
fillers in the experiment. These varied from
5to 7 CRT lines in iength, and averaged 50
words. Twenty of these had associated with
them a single test word that did not appear
in any of the filler or experimental texts.
The test word for the other 10 was a word
from the text. For each of these 30 texts,
there was a true/false test sentence. Half of
the test sentences were true and half false.

Procedure. All materials were presented
to subjects on a CRT screen, and responses
were made on the CRT's keyboard. Presen-
tation and data collection were controlled
by a real-time computer system.

The experimental session began with
practice on 10 items presented one at a time
for lexical decision. Subjects were in-
structed to respond to these items as
quickly and accurately as pcssible, pressing
the 7/ key on the keyboard if the test item
was a word and the z key if it was not a
word. These items were used to familiarize
the subjects with the response keys.

After this practice, the experiment
proper began. The texts were presented
one at a time, with six of the fillers first, and
then the remaining 24 fillers and the 24 ex-
perimental texts in random order. For each

text, first the instruction Press space bar
for next paragraph appeared on the screen.
When the subject pressed the space bar,
there was a pause of 1000 ms, and then the
first line of the text appeared. The line re-
mained on the screen until the subject
pressed the space bar again, and then the
next line of the text appeared just below the
first line. The subjects were instructed to
press the space bar for the next line when
they had read and understood the current
line. The text continued in this way, with
one additional line every time the space bar
was pressed, until the last line of the text.
When the space bar was pressed after read-
ing of the last line, the screen was cleared
and a test word appeared below where the
last line had been. The test word was un-
derlined by a row of asterisks. Subjects
were instructed to respond ves (with the %/
key) or no (with the z key) according t¢
whether the test word had appeared in the
preceding text. The test word remained on
the screen until the subject pressed a re-
sponse key, and then the screen was
cleared. For the filler texts, the message
True-False Question was then displayed,
followed by the true/false question for the
preceding text. Subjects answered the
question by pressing the ?/ key for rrue and
the z key for false. If the response was in-
correct, the message ERROR was dis-
played for 2000 ms. After the true/false
question, the next text began with the in-
struction to press the space bar.

Design. The two variables in the experi-
ment were the topicality of the referent
noun, and whether the noun wa‘ mentioned
in a compound or a verb phrase. These two
variables were crossed in a Latin square
design, with four sets of materials (six per
set) and four groups of subjects. Order of
presentation of the texts was random, dif-
ferent for every second subject.

Results

For each text and each subject, means
for the reading times of the texts' final sen-
tences and means for response times to the
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test words were calculated. Means of these
means are presented in Table 2. Analyses
of variance were performed on the means
froms ine experimental design with both
subjects and items as random variables: p
< 0.05 was used unless otherwise noted.

First, the data for the test words are con-
sidered. For each .ext, the test word was
the referent noun, the antecedent of the
pronoun in the final sentence. If, for all four
conditions, subjects interpreted the pro-
noun correctly during the time they were
reading the final sentence, then response
times .0 the test word should be equal
across the conditions. The processes of in-
terpreting the pronoun might be more or
less difficult across conditions, but if the
correct referent was always evoked by the
pronoun then it should be equally accessi-
ble across conditions at the time the test
word was presented. This is what the data
show: there are no significant differences in
response times to the test words (analyses
of variance showed F’s < 1.2). The stan-
dard error of the response times was 23.8
ms. Differences in error rates were also not
significant, F's < 1.9.

Reading times show that there were dif-
ferences in comprehension difficulty for the
final sentences. It was hypothesized that in-
terpretation of the pronoun wculd be diffi-
cult when the antecedent of the pronoun
was in the modifier position in the com-
pound. The data show this difficulty when

the referent noun was low in topicality:
reading times were longer when the noun
was in a compound compared to when it
was not. However, according to the dis-
course model theory. the difficulty should
be reduced when the referent noun is more
topical. This hypothesis was confirmed; in-
creased topicality reduced reading times in
the compound condition so that they were
only slightly longer than in the verb phrase
condition.

These effects were supported by analy-
ses of vaniance. The main effect of com-
pound versus verb phrase was significant,
F,(1,39) = 10.2 and F,(1,20) = 7.4, as was
the main effect of topicality, F,(1,39) =
21.8 and F,(1.20) = 13.3. The interaction of
the two variables was marginally signifi-
cant, F(1,39) = 3.7 and F(1,20) = 4.3.
Planned tests showed that the difference
between the compound and verb phrase
conditions was significant when the refer-
ent noun was low in topicality, F (1,39) =
17.2 and Fx(1,20) = 14.1, but not when it
was high in topicality, F's < 1.0. The stan-
d:.rd error of the reading times was 52.5 ms.

For the true test questions, the mean re-
sponse time was 2110 ms with 9% errors.
For the false questions, the means were
2031 ms and 9% errors.

EXPERIMENTS 2 AND 3

Our interpretation of the results of Ex-
periment 1 depends on the assumption that

TABLF 2
DATA FROM EXPERIMENT |

Syntactic structure

Response times and crror rates for test

words

Low topicality text version

High topicality text version

Compouna
Verbal complement

Filler positive test words
Filler negative test words

Syntactic structure

907 ms 5% 870 ms 2%
893 ms 4% 886 ms 4%
1242 ms 2%
1181 ms 15%

Reading times for final sentences

Low tupicality text version

High topicality text version

Compound
Verbal complement

2117 ms
1868 ms

1785 ms
1738 ms
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subjects understood the correct referents of
the pronouns in the final sentences of the
texts in all of the experimental conditions.
This assumption is consistent with the find-
ing that response times for the test words
were equal across experimental conditions.
However, the assumption might be wrong.
An alternative possibility is that the pro-
nouns were not understood at all, and that
this is the reason that response times to the
test words did not differ across the experi-
mental conditions. By this alternative. the
differences in reading times would repre-
sent differing degrees of unsuccessful ef-
forts at understanding the final sentences,
and there would be no way to determine
whether the same pattern of reading times
would hold for successful efforts. Experi-
ments 2 and 3 were designed to rule out this
alternative.

In both of these experiments, the same
basic texts were used as in Experiment 1.
However, there were two different possible
final sentences. In one final sentence, the
same pronoun referring to the critical refer-
ent noun was used as in Experiment 1 (And
he says they are really exciting to track for
the text in Table 1). In the second final sen-
tence, a new noun was substituted for the
pronoun (And he says bears are really ex-
citing to track). This new noun had not
been mentioned previously in the text.

In Experiment 2, the final sentence men-
tioned either the pronoun or the new noun,
and following the final sentence, the refer-
ent noun was presented as a test word. If
the pronoun in the pronoun version of the
final sentence is understood as referring to
the referent noun, and it is this processing
that leads to the facilitation of response
times when the referent noun appears as a
test word, then response times should be
facilitated only when the final sentence
contains the pronoun, and not when it men-
tions the new noun. This was the prediction
for the results of Experiment 2.

In Experiment 3, the two final sentences
from Experiment 2, one with the pronoun
and the other with the new noun, were used

and a new test word was introduced. The
new test word was a '‘control’” word
picked from one of the earlier sentences of
the text (e.g., trips for the texts in Table 1).
There was also a second test word, the
same referent noun test word as was used in
the previous experiments. Again, we pre-
dicted response times to the test words
from our assumption that the pronoun in
the pronoun version of a fipal sentence is
understood to refer to the referent noun.
The pronoun version of the final sentence
should facilitate response times for the ref-
erent noun test word relative to the new
noun version, but response times for the
control word should not be affected by
which version of the final sentence is read.

Method

Subjects. For Experiment 2, there were
40 subjects and for Experiment 3, 24 sub-
jects, all from the same population as in
Experiment 1.

Materials. The basic texts from Experi-
ment 1 were used in Experiments 2 and 3.
For each text, a new final sentence was
written. This sentence was almost the same
as the old final sentence except that the pro-
noun was replaced by a noun. The new
noun had not been mentioned previously in
the text, but it plausibly fit the context of
the text. There were slight changes in word-
ing from the final sentences used in Exper-
iment 1 to the sentences for Experiments 2
and 3, in order to keep both the pronoun
and the new noun versions of the sentences
about equally plausible. The mean length of
the final sentences with pronouns was 8.4
words, and the mean length of the final sen-
tences with new nouns was 8.9 words. For
Experiment 2, the test word for each text
was the critical referent noun (e.g., deer),
the same as was used in Experiment 1. For
Experiment 3, there were two possible test
words, the referent noun and another con-
trol word that had appeared earlier in the
text. For both experiments, the same filler
paragraphs were used as in Experiment 1.

In these experiments, including all four
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versions of the basic texts would have re-
duced power beyond acceptable limits. We
compromised consideraiions of power with
considerations of generality across versions
by using two versions in Experiment 2, the
high topicality compound version and the
high topicality verb phrase version. In Ex-
periment 3, only one version of the basic
texts was used, the high topicality, com-
pound version.

Method and design. The procedure was
the same as that used in Experiment 1. For
Experiment 2, there were two vanables:
whether the referent noun was stated in a
compound or a verb phrase, and whether
the final sentence contained the pronoun or
the new noun. For Experiment 3, there
were also two variables: the final sentence
mentioned either the pronoun or the new
noun, and the test word was either the ref-
erent noun or the control word. For both
experiments, the two variables were com-
bined in a Latin square design with four sets
of materials and four groups of subjects.
The order of presentation of the texts was
random, different for every second subject.

Results

The data were analyzed as in Experiment
1, and are presented in Tables 3 and 4.

Experiment 2. When the final sentence
contained the pronoun referring to the crit-
ical noun, the results of Experiment 2 rep-
licated those of Experiment 1. Whether the

critical noun was introduced in a verb
phrase or a compound, high topicality
should have made it easily accessible, and
s0, as is shown in Table 3, there should be
little effect of syntactic structure on either
response times for the referent nouns or
reading times for the final sentences.

If processing of the pronoun in the final
sentence facilitated responses to the critical
noun test word, then replacing the pronoun
in the final sentence with a new noun
should slow responses to the test word. The
data clearly show this effect.

Analyses of variance showed only one
significant effect for response times for the
referent nouns; when the final sentences
contained the new nouns, response times
were longer than when the sentences con-
tained the pronouns, F,(1,39) = 18.1 and
F,(1,20) = 225.8. The standard error was
27.1 ms. There were more errors on the test
words when the final sentences contained
the new nouns; these results were margin-
ally significant with F,(1,39) = 3.7 and
F,(1,20) = 3.5. There was also only one
significant effect for reading times; reading
times for the sentences with the new nouns
were longer than reading times for the sen-
tences with pronouns, F,(1,39) = 8.0 and
F,(1,20) = 5.2. The standard error of the
reading times was 102.2 ms. All other F's
were less than 2.6.

For the true test questions, the mean re-
sponse time was 1985 ms with 109 errors

TABLE 3
DATA FROM EXPERIMENT 2

Response times and error rates for test words

Syntactic structure

Pronoun final sentence

New noun final sentence

Compound 948 ms 7% 1070 ms 8%
Verbal complement 926 ms 5% 1045 ms 10%
Filler positive test words 1263 ms 23%
Filler negative test words 1150 ms 14%

Reading times for final sentences

Synmiactic structure

Pronoun final sentence

New noun final sentence

1961 ms
2012 ms

Compound
Verbal complement

2199 ms
2254 ms
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TABLE 4
DATA FROM EXPERIMENT 3

Response times and error rates for test words

Tesi word Pronoun final sentence New noun final sentence
Critical noun 884 ms 2% 1028 ms 10%
Control noun 1216 ms 17% 1219 ms 1492
Filler positive test words 1157 ms 23%
Filler negative test words 1106 ms 8%

Reading times for final sentences

Pronoun final sentence

New noun final sentence

Compound. high topicality 1884 ms

1951 ms

and for the false questions, the means were
1941 ms and 14% errors.

Experiment 3. In Experiment 3, the final
sentence contained either the new noun or
the pronoun that was intended to refer to
the referent noun. For the referent noun
test word, responses should be facilitated
only with the pronoun and not the new
noun, as in Experiment 2, and the means in
Table 4 show this facilitation. For the con-
trol test word, there should be no effect of
whether the final sentence contained the
pronoun or the new noun, and the data
showed no effect.

Analyses of variance for response times
to the test words showed a main effect for
test word (referent noun or control word),
F,(1,31) = 36.6 and F5(1,23) = 147.8,and a
main effect of final sentence (pronoun or
new noun), Fi(1,31) = 4.8 and F,(1,23) =
11.6. The interaction of the two variables
was significant, F,(1,31) = 4.2 and F,(1,23)
= 7.2. Standard error for the response
times was 26 ms. For error rates, the main
effect of test word was significant, F(1,31)
= 17.9 and F,(1,23) = 9.7, as was the in-
teraction of test word and final sentence,
F,(1,31) = 6.7 and F5(1,23) = 5.1. The dif-
ference in reading times for the two ver-
sions of the final sentences was marginally
significant, F(1,32) = 15.2 and Fy(1,24)
= 3.7.

For true test statements, the mean re-
sponse time was 1936 ms (8% errors), and
for false test statements, 1941 ms (13% er-
rors).

EXPERIMENTS 4, 5, AND 6

Experiments 1, 2, and 3 appear to show
that the time required to comprehend a pro-
noun is a function of the accessibility of the
pronoun's referent in the discourse struc-
ture. When accessibility is reduced, either
via syntax, by introducing the referent with
the compound rather than the verb phrase
syntax, or via pragmatics, by making the
referent less relevant to the discourse topic,
then comprehension takes longer. This was
shown in the reading times of the sentences
containing the pronouns.

We pointed out that increased reading
time does not by itself conclusively show
that the pronouns were understood. In ad-
dition, some measure of the extent to which
the pronouns were actually understood
must be provided. Experiments 1, 2, and 3
used an immediate test of the antecedent of
the pronoun (the referent noun) to provide
evidence of comprehension. Immediate
testing provides evidence about the rela-
tionships among discourse concepts that
are available when both the discourse and
the test item are in working memory at the
same time (Corbett & Dosher, 1988; van
Dijk & Kintsch, 1983; McKoon & Ratcliff,
1980b; 1986; 1989); in the present case, the
relevant relationships are those among the
pronoun, its intended referent in the dis-
course model, and the test word. From the
results of Experiments 1. 2, and 3, we can
conclude that those relationships were
available to subjects at the time the test
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word was presented. Whether understand-
ing was complete, to the extent that the re-
lationships among the pronoun, its intended
referent, and information given in the dis-
course about the referent were all encoded
into long term memory is still an open ques-
tion (see McKoon & Ratcliff, 1989, for a
case in which relationships available at im-
mediate testing were not available at later
testing). In Experiments 4, 5, and 6, we
used a priming procedure to examine these
relationships in long term memory.

The experiments involved a series of
study test lists. For each list, subjects read
four texts, and then they were given a list of
test words for recognition (responding pos-
itively if a test word had appeared in one of
the studied texts, and negatively if it had
not). For the experimental texts, the test
words of interest were the referent noun
(e.g.., deer) and a modifier from the final
sentence (e.g., exciting). These two words
were presented in immediately adjacent po-
sitions in the test list, with exciting follow-
ing deer, and so they formed a ‘‘priming™
pair. From previous research (McKoon &
Ratcliff, 1980a; 1980b; Ratcliff & McKoon,
1978; Ratcliff & McKoon, 1988), it can be
predicted that responses for the second
word of the pair will be facilitated when
they are closely related in memory by vir-
tue of being from the same text (relative to
being from different texts). The question is
whether facilitation will be even further in-
creased when the modifier exciting should
be understood (by virtue of processing the
pronoun) to describe the referent noun
deer. Such further facilitation would be ev-
idence that comprehension of the pronoun
resulted in long-term memory encoding of
the appropriate relationships between the
referent and information given in the dis-
course about the pronoun.

In Experiment 4, the final sentence of a
text contained either the pronoun for which
the referent noun was the intended ante-
cedent (. . . they were exciting to track), or
the ‘'new noun'’ of Experiments 2 and 3
(. .. bears were exciting to track). If sub-

jects understand the final sentences com-
pletely, then deer should be more closely
related in memory to exciting for the pro-
noun version of the final sentence than the
new noun version, and this increased relat-
edness should lead to greater facilitation of
responses to exciting by deer for the pro-
noun final sentence than the new noun final
sentence. The results of the experiment fol-
lowed this prediction.

In Experiment 4, only one version of
each text was used, the high topicality,
compound version. Experiments S and 6
were designed to check that the referent
noun and the modifier were closely related
in memory for both the high and low topi-
cality versions of the text (Experiment 5)
and for both the compound and verb phrase
versions (Experiment 6).

Method

Mazserials. The same basic 24 texts were
used as in Experiments 1, 2, and 3. The test
words for these texts were the referent
noun, the modifier from the final sentence,
and two other words from the text. Thirty-
two filler texts (30 of them the same as in
Experiments 1, 2, and 3) each had four pos-
itive test words. Negative test words were
chosen from a pool of 142 words that did
not appear in any text.

Procedure. The experiments began with
ten lexical decision test items, presented
for practice on the response keys. This
practice was followed by 14 study test lists.
The first two study lists each contained four
filler texts, and the remaining 12 each con-
tained two experimental texts and two filler
texts. The four study texts were presented
in random order, one at a time, for 10 s for
the filler texts and 11.5 s for the experimen-
tal texts. There was a 1.5-s blank interval
between each text. After the four texts, a
row of asterisks was presented for 1 s to
signal that the test list was about to begin.
The words in the test list were presented
one a time. A word remained on the CRT
screen until a response key was pressed (?/
for positive responses, z for negative re-
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sponses). If the response was correct, then
there was a blank screen for 200 ms, and
then the next test word. If the response was
incorrect, the word ERROR was displayed
for 2 s. There was a total of 26 test words,
16 positive and 10 negative. After the 26th
test word, two true/false test statements
were presented, one at a time, with the
ERROR message displayed for 2 s after in-
correct responses. Then the next study test
list began.

For study test lists containing experimen-
tal texts, the 16 positive test words were:
the referent noun and the modifier from
each experimental text, two other words
from each experimental text, and four
words from each filler text. A modifier was
always tested later than the third position in
the test list, and it was immediately pre-
ceded by the referent noun either from its
own text or the other experimental text, de-
pending on the experimental condition. The
other words from an experimental text
were tested later in the test list than the
modifier. Otherwise, the order of the test
words was random. No word appeared
more than once in a test list.

Design. In all three experiments, the first
variable was whether the modifier was pre-
ceded in the test list by the referent noun
from its own text or from the other experi-
mental text. In Experiment 4, the second
variable was whether the final sentence of a
text was studied in the pronoun version or
the new noun version, and only the high
topicality, compound versions of the texts
were used. In Experiment S, the second
variable was whether the context was high

topicality or low topicality. The final sen-
tence was always the pronoun version, and
the referent noun always appeared in a
compound. In Experiment 6, the second
variable was whether the referent noun was
presented in a compound or a verb phrase.
The final sentence was the pronoun ver-
sion, and the high topicality texts were
used. In each experiment, the two variables
were crossed in a Latin square design, with
four groups of subjects and four sets of
texts. There were 52 subjects in Experi-
ment 4, 32 in Experiment S, and 24 in Ex-
periment 6.

Results

In Experiment 4, the referent noun
should be more closely related in memory
to the modifier when the final sentence re-
ferred to the referent noun with a pronoun
than when it did not. Thus, in the test list,
the referent noun should facilitate re-
sponses for the modifier more when the fi-
nal sentence referred to the referent noun.
This is the pattern shown in Table 5. With
the pronoun in the final sentence, response
times to the modifier are facilitated 160 ms
when the referent noun comes from the
same text relative to a different text. With
the new noun in the final sentence, the fa-
cilitation is only 53 ms. This interaction was
significant, F,(1,51) = 9.5 and Fy(1,23) =
6.0. The main effect of same versus differ-
ent text prime was also significant, F,(1,51)
= 27.7 and F,(1,23) = 33.9. Which version
of the final sentence was used had no sig-
nificant effect, F’'s < 1.0. The standard er-
ror of the response time means was 19 ms.

TABLE §
DATA FROM EXPERIMENT 4

Response time and error rates for test words

Pronoun final sentence

New noun final sentence

Prime
Critical noun from same text 714 ms
Critical noun from different text 874 ms

Filler positive test words
Filler negative test words

9% 764 ms 6%
15% 817 ms 19%
784 ms 12%
944 ms 25%
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Part of the significant interaction-effect (but
only part) comes from the pattern of re-
sponse times in the conditions for which the
prime comes from a different text than the
modifier; responses are slower when the fi-
nal sentence contains a pronoun than when
it contains the new noun. This difference
has no obvious explanation. For errors, the
main effect of same versus different text for
the prime was significant, F,(1,51) = 30.0
and Fy(1,23) = 14.9. Other F’s for error
rates were less than 1.8.

True test statements averaged 2079 ms in
response time, and 17% errors, and false
statements, 2077 ms and 12% errors.

In Experiments 5 and 6, the hypothesis
was that the relation between the pronoun
in the final sentence and the referent noun
is encoded in memory equally well, wheth-
er the text is presented in the high topicality
or low topicality versions, or whether the
referent noun is presented in a compound
or a verb phrase. As a result, there should
be equal amounts of facilitation from the
referent noun to the modifier in all cases.
The results in Tables 6 and 7 confirm this
prediction.

In Experiment §, there is about the same
amount of facilitation with the high topical-
ity texts (55 ms) as with the low topicality
texts (48 ms). Overall, the subjects in Ex-
periment 5 were faster than those in Exper-
iment 4 (see response times for filler test
items), so the facilitation is somewhat re-
duced in size. The main effect of whether
the prime comes from the same or a differ-
ent text than the modifier is significant,
F,(1,31) = 9.9 and F,(1.23) = 7.1. The in-
teraction with text version did not approach

significance, F's < 1.0. The main effect of
text version approached significance in the
subjects analysis, F;(1,31) = 3.5, but was
less than one in the items analysis. The
standard error of the response time means
was 19 ms. For errors, the main effect of
same versus different text for the referent
noun was significant with the subjects anal-
ysis, F;(1,31) = 4.1, but not with the items
analysis, F5(1,23) = 2.1.

True test statements averaged 2071 ms in
response time, and 15% errors, and false
statements, 1990 ms and 13% errors.

The results of Experiment 6 (Table 7)
show that the amount of facilitation is not
significantly affected by whether the refer-
ent noun appeared in a compound (49 ms of
facilitation) or a verb phrase (64 ms). The
main effect of same versus different text for
the prime was significant, F,(1,23) = 10.0
and F5(1,23) = 9.8. All other F’s were less
than 1.0. The standard error of the response
time means was 20 ms. Same versus differ-
ent text for the prime also significantly af-
fected error rates, F,(1,23) = 31.6 and
F,(1,23) = 11.8. Again, no other F's were
greater than one.

True test statements averaged 2126 ms in
response time, and 15% errors, and false
statements, 2007 ms and 11% errors.

Summary. Experiments 4, 5, and 6 used a
priming procedure to examine the long term
memory representation of the relations be-
tween the referent entity (e.g.. deer) and
information given in the text about that en-
tity. In the final sentence, the information
that they are exciting to track should be
understood such that exciting is encoded
into long term memory as describing deer.

TABLE 6
DATA FROM EXPERIMENT §

Response time and error rates for test words

High topicality text version

Low topicality text version

Prime
Critical noun from same text 665 ms
Critical noun from different text 720 ms

Filler positive test words
Filler negative test words

8% 691 ms 5%
10% 739 ms 10%
714 ms 1%
855 ms 26%




